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SUMMARY

This review examines the state of Bayesian thinking as Statistics in Medicine was launched in 1982,
reflecting particularly on its applicability and uses in medical research. It then looks at each subsequent
five-year epoch, with a focus on papers appearing in Statistics in Medicine, putting these in the context of
major developments in Bayesian thinking and computation with reference to important books, landmark
meetings and seminal papers. It charts the growth of Bayesian statistics as it is applied to medicine and
makes predictions for the future. From sparse beginnings, where Bayesian statistics was barely mentioned,
Bayesian statistics has now permeated all the major areas of medical statistics, including clinical trials,
epidemiology, meta-analyses and evidence synthesis, spatial modelling, longitudinal modelling, survival
modelling, molecular genetics and decision-making in respect of new technologies. Copyright q 2006
John Wiley & Sons, Ltd.
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1. INTRODUCTION

An invitation to chart the growth of Bayesian statistics over 25 years for the 25th anniversary
edition of Statistics in Medicine seemed a good opportunity to review areas of work I have much
enjoyed, and to ensure that I was keeping up to date. I seriously underestimated how large a task
this would be: from sparse beginnings, it seems there is now no area of medical statistics untouched
by Bayesian approaches.

No review in the 21st century is complete without stating its methods. For the first 10 years of
Statistics in Medicine I carried out a hand-search, and for the next 10 years was profoundly grateful
to the annual indexers, looking at papers indexed by Bayes∗, BUGS, Computer packages∗, Full
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Bayes, Gibbs∗, Hierarchical Bayes, M(arkov) C(hain) M(onte) C(arlo), Posterior, Prior, Utility∗
and WinBUGS, although scanning titles and occasional following back of references yielded some
extra papers. Because the indexing became briefer, I returned to hand searching for 2002—mid
2006. I also hand-searched Statistical Science from 1986 to mid 2006, the review journal Statistical
Methods in Medical Research from 1992 to mid 2006, and discussion papers of the Royal Statistical
Society, the proceedings at the Valencia meetings 1–7, as well as collected volumes, and other key
papers and reports of which I was aware. I did not carry out other systematic searching, partly for
lack of resources, but mainly because any major trends were likely to have been represented in
the main sources for this review.

This review starts by examining the state of Bayesian thinking as Statistics in Medicine was
launched, reflecting particularly on its applicability and uses in medical research. It then looks at
each 5-year epoch, with a focus on papers appearing in Statistics in Medicine, putting these in the
context of major developments in Bayesian thinking and computation with reference to important
books, landmark meetings and seminal papers. It aims to chart the growth of Bayesian statistics
as it is applied to medicine: rather than giving a comprehensive introduction to Bayesian methods,
key ideas emerge as they permeated into medical research with the references serving as a resource
for those wanting more detail.

2. 1763–1981: A BRIEF HISTORY OF BAYESIAN STATISTICS

The Rev Thomas Bayes published his paper on ‘An essay towards solving a problem in the doctrine
of chances’ [1] posthumously, thanks to the efforts of his friend Richard Price. At heart this is a
simple result that most statistics students are taught as part of an early course in probability theory,
but from the perspective of statistical inference Cox and Hinckley [2] describe it as providing a
way of combining a prior distribution for a parameter with the likelihood to provide a posterior
distribution for the parameter. They go on to explain that the mathematics can be made tractable
by using conjugate distributions, which have the property that for a particular distribution for the
data, the distributional form of the conjugate prior distribution and the posterior distribution are
the same, with updated parameters. Three interpretations can be given to prior distributions: as
frequency distributions based perhaps on previous data, as normative and objective representations
of what it is rationale to believe about a parameter, or a subjective measure of what a particular
individual actually believes. There are Bayesian versions of interval estimation, point estimation
and significance testing. For large samples the posterior density is asymptotically normal, with a
mean and variance that depends on the likelihood and not the prior.

The preceding paragraph pretty much summarizes my total formal education on the subject of
Bayesian inference, having being studied in approximately three lectures in 1980 on an inference
course based on Cox and Hinckley, which devoted one chapter to Bayesian inference. This does, in
a brief paragraph, reference the work of Jeffreys, Good, Savage, de Finetti, de Groot and Lindley,
whom I have learned since were influential figures in the development of Bayesian thinking. I did
not know about texts such as Lindley [3, 4], Box and Tiao [5] or Raiffa and Schaiffer [6] from
which I could have studied further. Indeed, Cornfield had been advocating a Bayesian outlook in
clinical trials since the 1960s [7–10]. A paper in 1981 [11] built on the work of Good and Card to
develop ways of assessing utilities for clinical decision-making, foreshadowing much current work.
However, as somebody starting her career in medical statistics just as Statistics in Medicine was
in the planning stages, I suspect my knowledge of Bayesian thinking was fairly typical. Certainly
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I learned no more about Bayesian statistics on a Master’s degree in Medical Statistics; our course
text, Armitage [12] contained just a couple of pages devoted to Bayes’ theorem, including an
application to medical diagnosis of congenital heart disease, and another couple of pages on
likelihood from a Bayesian point of view. As an applied statistician I was soon more concerned
with the practicalities of carrying out multiple regression and logistic regression on large samples
than I was with alternative schools of inference that only seemed practicable in low-dimensional
situations.

At a few other institutions, including University College, London, Bayesian statistics was being
more thoroughly discussed during the 1970s. Bernardo [13] has documented the meetings of
statisticians from different countries interested in Bayesian statistics, which prompted a meeting in
Valencia in 1979, which was to be the first of a regular series. The proceedings of that meeting [14]
show that much work presented was foundational or computational, but medical applications did
feature in two papers, one on change-point problems including monitoring of kidney transplant
patients and performance on a daily psychological test with a treatment switch at an unknown
time-point [15], and the other on ‘more ethical clinical trials’, where allocation depends on clinical
opinion for particular patients [16].

3. 1982–1986

In 1982 Statistics in Medicine was launched. In the same year, Peter Armitage gave his Presi-
dential Address to the Royal Statistical Society on Trials and Errors: The Emergence of Clinical
Statistics [17] highlighting the emergence of new journals in the areas, and also two new societies:
the Society for Clinical Trials, and the International Society for Clinical Biostatistics. In proposing
the vote of thanks, the previous President, David Cox, said, ‘The spectacular growth of medical
statistics recorded in the final sections of the address is very pleasing, intellectually exciting and,
one trusts, socially valuable.’ There was no mention of Bayesian statistics. In the same year, John
Lewis read a paper to the Royal Statistical Society on ‘Clinical trials: Statistical developments of
practical benefit to the pharmaceutical industry’ [18]: the only allusion to Bayesian methods came
from Newman’s contribution to the discussion in which he made a plea for the use of prior prob-
abilities and losses. In a paper [19] on geographic variations in cardiovascular mortality, neither
the authors nor a single discussant raised the possibility of a Bayesian approach.

Despite this lack of profile, applied Bayesian work in medicine was starting to emerge. In 1982
the Institute of Statisticians had held their Annual Conference on Practical Bayesian Statistics,
which was the first of several conferences on this theme. Papers subsequently published in 1983 in
The Statistician covered a range of areas including education, insurance, law and hydrology. Medical
applications included the monitoring of kidney transplant patients to detect discontinuities in
creatinine levels signalling rejection [20], another on change-point models to detect ovulation [21],
a paper on pre-screening of Beta-Thalassaemia carriers [22] and two papers on the assessment of
subjective opinion, one in the context of developing stopping rules for clinical trials [23], one more
general [24]. In 1984 Spiegelhalter and Knill-Jones [25] read a paper on clinical decision-support
jointly to the Royal Statistical Society and the Computer Committee of the Royal College of
Physicians. It uses, inter alia, independent Bayes, with weights of evidence as the logarithms of
the Bayes factor and was the culmination of much collaborative work in the area.

In 1983, the second Bayesian meeting in Valencia was held. In the proceedings [26], again,
many of the papers were foundational, with little medical work, beyond brief examples of data
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sets such as time to vaginal cancer in rats [27], medical prescription data [28] and classifying
infants’ health on the basis of bilirubin [29]. A paper on survival analysis of cancer patients [30]
was a more substantial attempt at a medical application, although criticized in the discussion on
computational grounds.

The 150th anniversary of the Royal Statistical Society in 1984 was celebrated by a conference
at which leading statisticians were charged with surveying their fields. David Newell’s review
of ‘Medical Statistics’ [31] was wide-ranging but made few comments on theoretical matters.
However in his discussion of that paper, David Spiegelhalter advocated using available clinical
judgement through a practical subjective Bayesian approach. Adrian Smith’s review of ‘Bayesian
Statistics’ [32] was largely foundational, but he also considered implementation, concluding that
‘. . .efficient numerical integration procedures are the key to the more widespread use of Bayesian
statistics’, conjecturing that Monte Carlo methodology and ‘adaptive quadrature rules exploiting
statistically motivated kernels’ would lead to user-friendly packages, perhaps by 1990, and predicted
that ‘Bayes’s theorem plus computer graphics would be the accepted form of statistical practice
by the end of the century’. A landmark paper for Bayesian medical statistics was published in
1986 on applications of Bayesian methods in the pharmaceutical industry, showing applications to
LD50 experiments, cross-over trials, historical information in bioequivalence studies and non-linear
random-effects models in pharmacodynamic and pharmacokinetic modelling [33].
3.1. Statistics in Medicine

So given that Bayesian work on diagnostic systems, clinical monitoring and on various aspects of
pharmaceutical work and clinical trials was beginning to appear, how much featured in Statistics
in Medicine? The first volume in 1982 contained a paper proposing a Bayesian criterion for which
patients to exclude from clinical trials [34]. 1983 and 1984 were follow years, apart from the use
of Bayes theorem in a paper on clinical decision-aids [35]. However, in 1985, four papers used
Bayes in contrasting ways: empirical Bayes was used to estimate cancer mortality rates in Missouri
cities, shrinking estimates whilst accounting for age, sex and water source, although not spatial
distribution [36]. Methods for follow-up used Bayesian Weibull models [37]. Two papers [38, 39]
looked at issues in clinical trials: optimal designs for dichotomous responses and a comparison
of Bayesian and classical approaches to interim analyses. The papers on cancer mortality rates
and on interim analyses were each the first Bayesian papers in Statistics in Medicine on topics
that would prove popular. 1986 seemed to be the breakthrough year for Bayesian statistics in
Statistics in Medicine; the volume started with a paper on selecting the size of clinical trials
[40] and included further papers on clinical trials explored decision-theoretic approaches [41] and
probabilistic prediction [42]. One paper [43] made the case for Bayesian approaches to case–control
studies, drawing on earlier work of Bayesian analyses of 2× 2 tables, and others continued the
theme of computer-aided diagnosis [44–46].

Reviewing this work of this period, I am struck by the breadth of applications. However, it is
also fair to say that most of the work was illustrative rather than the primary means of analysing
the data, and was hampered by the lack of computational power affecting both the nature of the
problems tackled, and in the depth to which analysis could be pursued.

4. 1987–1991

In 1987, The Statistician published another collection of papers arising from the second Insti-
tute of Statisticians meeting on Practical Bayesian Statistics. Work on computational approaches
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needed to tackle realistic problems focused on numerical integration techniques [47], and Monte
Carlo integration [48, 49]. Medical applications included hierarchical models in kidney transplan-
tation [50], preclinical and clinical trials in the pharmaceutical industry [51, 52], expert systems
[53] and survival data [54].

Statistical Science, which started in 1986, commissioned substantial articles on important topics,
to be published with invited discussions. Breslow’s ‘Biostatistics and Bayes’ [55] argued that
Bayesian approaches were particularly appropriate for decision-making and regulatory contexts.
Ware [56] described two controversial clinical trials of ECMO therapy in newborns, carrying out
a Bayesian analysis. The discussion reveals deep division between Bayesians who believed that
randomization was always unethical, and those who believed it had a role in the presence of
uncertainty. In medical read papers to the Royal Statistical Society, Bayesian thinking was also
beginning to appear: in a review of statistical methods to assess disease near a putative source of
pollution, various discussants raised the possibility of Bayesian approaches [57], and in a paper
on a repeated confidence interval approach to interim analyses, several discussants advocated the
benefits of Bayesian perspectives [58].

4.1. Statistics in Medicine

Despite the promise of 1986, 1987 was a lean year for Bayes in Statistics in Medicine, with only
two papers, both developing the theme of the use of ‘independent Bayes’ for diagnosis [59, 60]. In
1988 there were papers, based on Normal approximations, advocating using a Bayesian approach
to avoid a biased effect estimate after stopping a trial early [61], considering computational
aspects of a Bayesian approach to two by two summaries from case–control studies, illustrating
these with example of alcohol and oesophageal cancer, and DES and vaginal cancer [62] and on
diagnosis of multiple diseases, avoiding assumption of independence [63]. Another [64] attempted
a more highly dimensional problem of estimating treatment effects from 24-hour ambulatory blood-
pressure monitoring, but could only adopt a ‘partial empirical Bayes’ approach because software
could not deal with full empirical Bayes for an unbalanced experimental design. The floodgates
now were opened, and from then on, Bayesian ideas featured regularly in papers in Statistics in
Medicine either as the main approach, or as one approach being compared with others. The next
three years saw work on diagnosis [65–67], screening [68], estimating disease prevalence from
screening, or from administrative lists [69], describing and predicting the AIDS epidemic [70–72]
predicting corneal transplants [73], comparisons of experimental techniques [74], phase III clinical
trials [75–77], pharmacovigilance [78], ecologic regression [79], spatial and temporal mapping
of cancer rates [80, 81], case–control studies [82], multiple testing [83], longitudinal data [84],
change-point analysis for detection of ovulation [85] and investigation of respiratory effects of an
environmental accident [86], renewal process [87] and large databases [88–90].

In papers written for the 10th anniversary of Statistics in Medicine, Simon commented in
his review of ‘Statistical Methods for Clinical Trials’ [91] that the Bayesian debate seemed to
be shifting from one of acrimony to a climate where highly respected and experienced clinical
trial statisticians were exploring Bayesian ideas, although they had not yet achieved wide usage.
In his parallel review of ‘Statistical Methods in Epidemiology’ [92], Gail flagged up Bayesian
and empirical Bayes methods among statistical topics of potential importance for epidemiological
modelling.

What had bought about these developments in medical statistics? It is instructive to compare
the proceedings of the third [93] and fourth [94] Valencia meetings, respectively, held in 1987 and
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1991. At the former, there had been a panel session on computation and Bayesian software: despite
numerous programs available for various tasks [95], there was still a perceived need for general
purpose software for various levels of sophistication of the user, but there was a sense that, with
rapid developments in computing power, this might be about to happen [96, 97]. There were two
medical papers, one advocating a Bayesian approach to randomized clinical trials [98], the other
on analysis of LD50 experiments [99], each having derived methods for analysing the problems
therein. In between, two key papers were published. The first, a read paper to the Royal Statistical
Society [100], developed the work on expert systems presented to the Institute of Statisticians [53].
This laid the foundations for computations on graphical structures that would underpin modelling
across a range of applications. The other [101] described the use of a technique known as Gibbs
sampling, which, together with graphical modelling, would revolutionize computation and allow
arbitrarily complex problems to be tackled.

By the 1991 Valencia meeting, the use of the Gibbs sampler was being thoroughly explored and
exploited [102–108] and perhaps most significantly for applied statisticians, a computer package,
BUGS, was launched [109], which combined graphical modelling [100] with the use of Gibbs
sampling for carrying out the computations. Medical applications of Gibbs sampling included
hierarchical models for meta-analysis [110], analysis of air pollution on health using logistic
regression models allowing for measurement error [111] and to predictions of cancer in the lymph
nodes based on five binary variables, and modelling infant sleep patterns [112]; other medical
applications at the meeting included more on expert systems [113], and when to terminate a trial
of an influenza vaccine [114].

5. 1992–1996

This was a time of serious expansion of applied Bayesian work. A third Institute of Statisticians
Conference on Applied Bayesian Statistics was held in 1992, with the proceedings running to
three issues of The Statistician. Medical application included graphical elicitation of priors for
clinical trials [115], monitoring of clinical trials [116], drug safety [117], case–control studies in
cancer epidemiology [118], back-calculation of the numbers infected in the HIV epidemic [119],
dosage regimens in population pharmaco-kinetics [120], analysis of binary cross-over data [121]
and modelling heterogeneity in environmental epidemiology [122].

This period was one of consolidation in a number of respects. For theory, two definitive works
appeared in 1994 [123, 124]. For computational advances, a meeting at the Royal Statistical
Society on the use of the Gibbs sampler covered both technical aspects [125] and applications in
immunology, pharmacology, transplantation, cancer screening, industrial epidemiology and genetic
epidemiology [126], the latter showing how such apparently diverse applications can be approach
in a uniform way, building complex models from simple building blocks using conditional in-
dependence modelling. A subsequent edited volume showed the power of Markov chain Monte
Carlo in practice [127]. And, after much debate, a Bayesian society was launched in 1992: the
International Society for Bayesian Analysis.

There was also a sense of consolidation of thinking on some medical issues. In clinical trials,
a Royal Statistical Society read paper on Bayesian analyses of randomized trials, using largely
analytically tractable Normal approximations, bought together much of the work and thinking of
that time on parallel group trials [128], and work on two-treatment cross-over trials had developed
to account for one or two baselines, and an extra period [129]. An edited volume on Bayesian
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Biostatistics [130] covered a general introduction and introductions to trials and epidemiology, as
well as chapters on assigning probabilities, several on decision problems, on design, on model
selection, and several examples of hierarchical models.

The fifth Valencia meeting was held in 1994 [131]. Although foundational and computational
work was still prominent, applications were far more fully explored. A quick flick through the
figures in the volume shows just how popular graphical modelling had become. A case study in
breast cancer [132] raised the problem of working with disparate sources of information. A paper
on meta-analysis [133], using both trial and observational examples, explored model-fit using
cross-validation. Another used hierarchical models to identify extremes, including an application
to hospital data [134]. Model uncertainty in survival analysis was explored using data from a
lung cancer trial [135]. The flexibility of the conditional independence modelling using the BUGS
package was illustrated with examples on a case–control study of cervical cancer, and spatial
smoothing of lip cancer rates [136]. Pharmaceutical applications included dynamic longitudinal
modelling [137] and hierarchical modelling of dose-ranging studies [138].

5.1. Clinical trials

In the next quinquennium Statistics in Medicine picked up many of these themes, and explored them
further. It started with four papers on Bayesian analysis of cancer clinical trials [139–143], and car-
ried papers from a meeting on ‘Methodological and Ethical Issues in Clinical Trials’ in 1992 where
a major theme had been the Bayesian-frequentist debate [144–150]. A workshop on ‘Early Stopping
Rules in Cancer Clinical Trials’ included Bayesian approaches [151–154]. Other papers on clinical
trials covered dose-finding [155–160], monitoring phase I studies [161], screening treatments prior
to phase II evaluation [162], sample size for phase II [163], selecting treatments for phase III evalua-
tion [164, 165], monitoring phase II trials [166] bioequivalence [167, 168], sample sizes for equiva-
lence trials [169], two-period cross-over allowing for baseline [170], randomization [171], adaptive
assignment [172], monitoring of trials [173, 174], replication of evidence [175], reporting of clinical
trials [176] and general commentaries [177]. In the regulatory context, European Notes for Guid-
ance were published [178], which stated ‘Although this Note for Guidance is written largely from
the classical (frequentist) viewpoint, the use of Bayesian or other well-argued approaches is quite
acceptable’.

5.2. Meta-analysis

An early Bayesian paper on meta-analysis [179] was to be the first of many in Statistics in Medicine,
using a model similar to a previously published analysis of multi-centre trials [77]. These and
others [180] were early examples of the emergence of hierarchical models in the medical field,
addressed more generally by Lange, whose expository paper outlined the connection between
graphical models and GIBBS sampling [181]. Connections between the computational methods
from the EM algorithm to Gibbs sampling, particularly in the context of longitudinal and random-
effects models, were discussed [182], and their application to longitudinal data reviewed [183].
Jones [184] reviewed computational issues in meta-analysis, highlighting that empirical Bayes
[185] had been used for some time, but that full Bayes was becoming available in convenient
implementations [109, 186]. The use of meta-analysis in the design and monitoring of trials was
illustrated with an obstetric example [187].
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5.3. Empirical Bayes

Empirical Bayes was used or compared to other methods in applications to an audit of cervical
smears [188], occupational cancer mortality [189, 190], cancer mapping [191], mortality in small
geographic areas [192, 193], mapping mortality in the Netherlands [194], mapping Hepatitis B in
Berlin [195], mapping mortality in Missouri [196] and mapping knee replacement rates in the U.S.
[197] with extra-Poisson variation, mapping prevalence of non-rare conditions that do not follow
a Poisson distribution [198] age-adjustment for mapping death-rates [199], estimating hospital-
specific rates in the U.S. [200], multiple exposures [201], measurement errors in dietary assessments
[202, 203], random effects models with binary response, repeated measures [204] longitudinal
studies [205–208], analysis of dependent survival data in dentistry [209], prognostic modelling
for kidney graft survival [210], modelling seasonal changes in seasonal affective disorder [211]
estimating the HIV infection curve [212], modelling CD4 trajectories in HIV [213] and cross-over
trial [214]. Links between empirical Bayes and penalized likelihood techniques were reviewed in
the context of smoothing of gastric cancer rates in Nova Scotia [215].

5.4. Markov chain Monte Carlo

The advances in GIBBS sampling and related techniques opened up new possibilities and started
to appear in papers including work on suppressor genes in bladder cancer [216], transition rates
between disease states in coronary heart disease [217, 183], analysing a series of 2× 2 tables from
a case–control study [218], predicting HIV status from a diagnostic test and covariates [219],
screening for HIV using variety of sampling schemes [220], estimating the CD4 distribution at the
time of AIDS diagnosis [221], modelling the effect of zidovudine on CD4 counts in HIV [222],
modelling CD4 counts and censored survival times in AIDS simultaneously [223], within-family
transmission of HiB bacteria [224], measurement error in epidemiological studies [225], bivariate
survival data [226] survival on multiple time scales (age-period cohort models) [227], missing
data in hazard regression [228], random coefficient regression modelling [229], repeated measures
experiments [230], and pharmacokinetic and pharmacodynamic modelling [231]. A special issue
devoted to the growing area of spatial disease patterns illustrated the impact of powerful flexible
Bayesian modelling in smoothing, modelling heterogeneity and clustering and accounting for
temporal as well as spatial trends [232–237]. Gibbs sampling enabled the modelling of population
risk in meta-analysis, avoiding the problems of bias due to measurement error [238], and the
incorporation of external trials to the meta-analysis to better estimate the heterogeneity [239].
A fully worked example of meta-analysis compared both non-Bayesian and Bayesian approaches
[240], providing one of the first medical examples of a complex analysis using the general-purpose
Bayesian package, BUGS [109].

5.5. Other applications

Other Bayesian papers included medical diagnosis [241], modelling birth-weight distribution [242],
estimating vaccine efficiency [243], screening for an autologous tumour vaccine trial [244], more
on understanding or treating the AIDS epidemic [245–247], predictive models for cardiac death
[248], repeated-measures data on multiple reaction time [249], misclassification of cause of death
in competing risk models [250], model choice in a depression prevention trial [251], multiple
comparisons [252], optimal experimental design [253–255] and interpreting medical studies [256].
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These 5 years were seminal in the development of applied Bayesian work in medicine, with a
rapid shift from reasonably straightforward conjugate analyses, through to problems characterized
by complex structures. At the end of this epoch, in 1996 van Houwelingen [257] gave an invited talk
at the International Society for Clinical Biostatistics entitled ‘The Future of Biostatistics: Expecting
the Unexpected’ in which he saw that graphical chain modelling, random effects modelling and
faster computational methods including Markov chain Monte Carlo would play an important role.
Although computational advances were revolutionizing statistical work on many fronts, Bayesian
techniques were now competing with them, and offering advantages in terms of flexibility and
coherence.

6. 1997–2001

The sixth Valencia meeting was held in 1998 [258]. Computation continued to be an important
theme at the meeting, but with increasing model complexity, issues of model checking, choice,
comparison and diagnostics were also becoming more prominent. There were relatively few medical
examples, although work on spatial modelling included medical examples [259, 260]. Decision-
making was applied to screening for breast cancer [261] and to sequential methods for clinical
trials [262].

In contrast, meetings and read papers from the Royal Statistical Society at this time show
statisticians using Bayes to address genuinely complex medical applications: a meeting on analysis
of complex sample surveys included a contribution on longitudinal binary data from a two-phase
survey of dementia, showing how conditional independence models can cope with both the sampling
and missing data [263]. Another meeting on disease clusters and ecological studies included various
Bayesian developments [264–266]. A read paper showed a very detailed examination of projections
of the AIDS epidemic [267], and another used hierarchical modelling to combine evidence on
air pollution and daily mortality in the 20 largest U.S. cities [268]. In the burgeoning area of
molecular population genetics, another read paper compared algorithms based on importance
sampling and Markov chain Monte Carlo in making inference [269]. In contrast to earlier read
papers on clinical trials, one focusing on trials in the pharmaceutical industry addressed head
on the Bayesian-frequentist debate and the extent to which Bayesian methods were or were not
making inroads [270]. The review journal Statistical Methods in Medical Research included a
comprehensive review of Bayesian meta-analysis, meta-regression and the newer area of evidence
synthesis where all pertinent studies are directly and jointly modelled, even if they are of contrasting
design [271]. The seriousness with which Bayesian methods were being taken was exemplified
by the commissioning of a review of Bayesian methods in Health Technology Assessment by the
new U.K. Health Technology assessment programme. The resulting report [272] was subsequently
developed into a book [273].

6.1. Statistics in Medicine

In papers in Statistics in Medicine for this period, the explosion in Bayesian work really became
apparent. Conventional territory was revisited from a Bayesian perspective, including sample size
for experiments [274], analysis of 2× 2 tables using relative risk, odds ratio and attributable
risk [275] and the proportional hazards model [276]. Work on diagnosis using independent Bayes
compared it with the more recent Classification and Regression Tree methodology [277]. But the
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areas of clinical trial, meta-analysis and spatial analysis had each spawned a range of work in
the journal; these are reviewed in turn, before looking at the rapid developments in computational
techniques.

6.2. Clinical trials

Work on clinical trials continued with accrual strategies for phase I trials [278], optimal design for
dose–response experiments [279], more work on the continual reassessment method [280–283],
patient specific dosing in phase I cancer trials [284], dose-escalation when the event is lagged
[285], interim analysis of phase II cancer clinical trials [286, 287], evaluation of results in a
subgroup [288], allocation of significance levels for multiple endpoints based on prior information
[289] and choice of sample size and allocation taking into account utilities [290], or sample size
based on costs [291], and bias reduction in vaccine trials [292]. Implementation of Bayesian data-
monitoring for phase III trials was becoming a reality [293], with new work on quantifying and
documenting prior beliefs for use in monitoring [294] and on predicting analysis times [295].
A radical departure was the monitoring of an ‘open’ trial where results were regularly fed back to
investigators [296]. Group-sequential methods for cure rate models were developed [297]. Cost-
effectiveness analysis could be incorporated [298, 299]. Bayesian methods were developed for
cluster-randomized trials with continuous [300] and binary responses [301], and could incorporate
pre-intervention data [302]. The analysis of ordinal data was illustrated with a trial of treatments
for allergic rhinitis [303].

In the drug regulatory context, the European guidelines [178] had formed the basis of interna-
tional guidelines [304]. Although still predominantly classical in flavour, the Bayesian section was
expanded slightly: ‘the use of Bayesian (see Glossary) and other approaches may be considered
when the reasons for their use are clear and when the resulting conclusions are sufficiently robust’
Bayesian approaches were defined in the glossary as ‘Approaches to data analysis that provide a
posterior probability distribution for some parameter (for example, treatment effect) derived from
the observed data and a prior probability distribution for the parameter. The posterior distribution
is used as a basis for statistical inference’.

6.3. Meta-analysis

Meta-analyses could deal with increasing complexity including grouping trials such as open and
closed trials in epilepsy [305], and evaluating surrogate markers for AIDS [306]. An applica-
tion for paired binary data comparing the effect of radiation with surgery on recurrences in
the treatment of rectal cancer showed the advantages of Bayes over other methods in dealing
with nuisance parameters [307]. Heterogeneity was a developing theme, starting with testing
for heterogeneity using Bayes factors [308]. A paper on underlying risk as a source of het-
erogeneity in meta-analysis in trials of sclerotherapy for cirrhosis continued this theme, but
used the freely available general purpose package BUGS which the authors claimed made the
technology ‘realistically available to applied researchers undertaking meta-analysis’[309]. This
work was then developed further [310] with a tutorial on meta-analysis comparing different ap-
proaches [311] and a method comparison for explaining heterogeneity in meta analysis [312].
Incorporation of prior data, especially in a regulatory setting, can provide challenges [313]. Hi-
erarchical models lend themselves to meta-analyses using continuous [314] and ordinal [315]
individual patient data. Meta-analysis of diagnostic tests was considered [316]. Building on meta-
analysis, which is used to combine similar studies, the idea of generalized evidence synthesis
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was emerging, where disparate sources of data could be combined, for example to evaluate breast
cancer screening using randomized and non-randomized studies in a hierarchical model [317].
Multi-centre trials have a hierarchical structure similar to meta-analyses; a review of methods
[318], method comparisons [319], and an exploration of institutional effects [320] showed the
impact of Bayesian methods in their analysis. The idea of institutional rankings began to emerge,
with both empirical Bayes and full Bayes giving the means to produce shrunk estimates which
lead to more robust rankings [321] and hierarchical models used to capture different levels of
variation in health service research for cardiac procedure utilization following myocardial in-
farction [322].

6.4. Spatial analysis

Spatial data was another rich area for Bayesian development although mapping estimates, Bayesian
or not, are not without their problems [323]. A review of issues in the analysis of small area
health data shows the impact Bayesian methods have made in providing a systematic frame-
work [324]. Work included identifying geographical areas with excess incidence of leukaemia
[325], mapping of lung cancer mortality in Ohio with errors in covariates [326], and combin-
ing longitudinal and spatial data [327] built on previous work on mapping spatial smoothing of
survival from breast cancer and malignant melanoma [328]. Other applications included spatio-
temporal analysis of lung cancer rates in Missouri [329]. Conditionally autoregressive models,
which allow each site to ‘borrow strength’ from it neighbours were used for lip cancer in Scotland
[330], and asthma mortality in Taiwan [331]. A special issue of Statistics in Medicine on ‘Dis-
ease Mapping with a Focus on Evaluation’ included many papers describing Bayesian modelling
[332–349], in several cases presenting reanalyses of the lip cancer data. These data featured,
along with breast cancer data from Sardinia and infant mortality data from British Columbia in
methodology using mixture models to identify high-risk areas [350]. An analysis of diffusion and
prediction of Leishmaniasis in Brazil used hierarchical models to explore space–time interactions
[351] and Bayesian testing for the presence of a cluster was proposed [352] It was no surprise
that Bayesian methods featured strongly in a Statistics in Medicine tutorial paper on disease
mapping [353].

6.5. Computational developments

As the wish to deal with large complex problems grew, computation continued to prove a challenge,
trying to find a balance between efficient procedures and the still slow Markov chain Monte
Carlo approaches, for example for hierarchical models for cancer mortality [354] and for meta-
analysis [355]. In a review of methods for ordinal categorical data, the large number of nuisance
parameters were still considered an issue for Bayesian modelling [356]. Microsimulation was used
to investigate timing of prostate specific antigen screening on prostate cancer mortality rates [357].
An approximate Bayesian bootstrap was used to analysis interval censored data from a trial of
different treatments for breast cancer [358].

Empirical Bayes was still appearing, either as the main thrust of the paper, or as an adjunct
to more classical analyses: examples include multiple outcomes in large epidemiological studies
[359], adjusting for measurement error in biomarkers using empirical Bayes-like estimators [360],
parametric models for survival times in HIV when examination times and survival are not indepen-
dent [361] estimating the number of HIV—infected individuals in hidden and elusive populations
[362] modelling overweight prevalence whilst adjusting for sample selection [363], in a clinical trial
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of beta-interferon for multiple sclerosis using robust mixed linear models [364], genetic analysis
of the age at menopause [365], in quality control for longitudinal studies [366], reliability of cog-
nitive tests for Alzheimer’s disease [367] measuring cognitive change in patients with Alzheimer’s
disease [368], and modelling bivariate measures with different change-points in Alzheimer’s
disease [369].

More complex designs or issues were increasingly being studied mainly by full Bayesian ap-
proaches based on Markov chain Monte Carlo techniques including population pharmacokinetic
modelling [370], population approaches to dose selection [371], prevalence estimates for depres-
sion in adolescents from two-stage sampling [372], bivariate survival models to jointly model
hospital stay and community stay in assessing the effect of insurance policies on mental health
care [373], hierarchical models to examine predictors of results in oral practice examinations
in anaesthesiology [374], prevalence surveys in HIV accounting for imprecision in sensitivity
and specificity [375], developing medical guidelines for coronary angiography following acute MI
[376], back-calculating the time of transmission of HIV frommother to child [377], back-calculating
age-specific incidence of HiB [378], classifying individuals based on predictors of random effects
in HIV/AIDS [379] and risk of HIV infection as a function of duration of intravenous drug use
[380]. Longitudinal models were developed further to cope with unequally spaced observations
[381], and shrinkage estimates of immunological progression rates in HIV [382]. Semi-parametric
random-effects models that could handle non-normal correlated errors was illustrated using data
on the presence or absence of respiratory infection in Indonesian children [383]. Discrete-time
Markov models were used for progression of diabetic retinopathy to assess costs and benefits
of screening and treatment strategies [384]. Errors-in-measurement was a continuing theme, with
work on mis-specification of priors [385] and analysis of change-points with measurement er-
ror [386], as was incomplete or missing data [387–392]. Analysis of hyperparathyroidism in
haemodialysis patients required mixed models for bivariate response data that could also account
for missing data due to drop-outs [393]. Optimal design for timing of stem cell collections could
use longitudinal random-effects modelling [394]. Hierarchical change-point models were used for
prostate specific antigen as a marker for prostate cancer [395], modelling cumulative false-positive
rates for repeated breast screening [396] and detecting interactions in covariates in case–control
studies in cancer [397]. A partial Bayes approach was used for the assessment of drug dissolution
equivalence [398]. Dynamic linear modelling was used for forecasting hepatitis A and malaria
rates [399]. Causal modelling began to appear with work on generalized population attributable
fraction [400].

Papers using BUGS software in a variety of modelling began to appear although for some
problems, other algorithms would still be needed [401]. Examples of BUGS or the newer Win-
BUGS included work on binary longitudinal data [402, 403], autoregressive models for
handling non-linear changes in peak flow rates [404], analysis of ambulatory blood pressure
monitor data allowing for heterogeneous within-subject variances [405], back-calculating age-
specific cancer incidence rates from cancer mortality rates [406] and genetic markers for recurrent
fetal loss [407]. Determination of sample size in hierarchical models was illustrated by a study
of quality of care in congestive heart failure [408]. Some of the work already referred to in
clinical trials [285, 298, 300–303] and much of that in meta-analysis [307, 309–312, 314–317]
and spatial modelling [328, 331, 336, 345, 348, 350, 351] also used BUGS or WinBUGS. De-
spite computational advances there were still advocates for data augmentation techniques
which enable Bayesian and semi-Bayes analyses through conventional software pack-
ages [354].
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6.6. Model critique

With increasing model complexity, model criticism and model selection becomes more challenging.
Work included assessing the goodness-of-fit of longitudinal models examining influences on infant
weight-gain in Ethiopia [409], Bayes factors for hierarchical models [410], for mixture likelihoods,
for example to identify low birth weight babies in the Third World [411] to choose among survival
models for time to natural abortion for dairy cows [412] and for analysis of survival model with
a surviving fraction [413]. Even prior to its publication, the Deviation Information Criteria [414]
also began to make an appearance, for spatio-temporal data [335]. Variable selection and model
averaging was demonstrated in a case–control study of cervical cancer [415].

A review of quality of life with missing data in cancer clinical trials [416] reviewed Bayesian
as well as non-Bayesian techniques A review of advances in HIV/AIDS statistical methodology
showed that Bayesian thinking had become a part of the mainstream for complex problems [417].
More generally, the Bayesian paradigm was argued to be a natural statistical framework for
evidence-based medicine [418]. Despite the proliferation of applied Bayesian work in the statistical
literature, and its acceptance, at least in principle, by international drug regulatory authorities,
Altman [419], in a review of recent trends in the medical literature, could find little evidence of
Bayesian work, although using a wider selection of search terms than Bayes∗ might have yielded
a few more articles. However, given the explosion of Bayesian work in Statistics in Medicine over
this 5-year epoch, it seems highly fitting that the last issue of volume 20 should open with an
introduction to Bruno de Finetti and his work [420].

7. 2002–2006

Previous sections have started by reviewing general developments, and then seen what Statistics in
Medicine had covered. The work in this epoch is largely applications-driven, and so it is easier to
review it chiefly through the work in Statistics in Medicine, bringing in work published elsewhere
from time to time.

7.1. Clinical trials

In Statistics in Medicine, Bayesian approaches to clinical trials from early phases onwards now
appear regularly. A review of phase I designs included Bayesian approaches. Further work continued
on the continual reassessment method [421], appropriate interval estimation for the probability of
toxicity at the maximum tolerated dose from CRM designs [422] and adaptive dose-finding [423].
Hierarchical modelling was used for population toxokinetic analysis [424]. Optimal designs with
utilities were used to choose doses of chemotherapy in lung cancer [425]. Dose escalation with
overdose control was proposed in cancer phase I trials [426]. Concomitant information in bioassay
can be incorporated in a semi-parametric model [427]. Dose-finding designs accounted for two
endpoints using utilities [428, 429] and Bayesian designs for dose-escalation studies in healthy
volunteers were compared [430]. Bayesian phase II designs were compared to Simon two-stage
designs [431]. A hierarchical model allowing for subtypes is used for phase II trials in diseases
with multiple subtypes such as sarcoma [432]. Outcome-adaptive randomization is proposed to
overcome ethical dilemmas of patients being randomly allocated to inferior treatments [433].

In phase III, a Bayesian approach was used to estimate the proportion of treatment effect
captured by a surrogate marker [434] and for assessment and monitoring of trials with
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distinctive survival curves uses Bayesian Weibull modelling [435]. Markov chain Monte Carlo
allowed models to include the joint response of quality of life and survival [436]. Complexities
in AIDS clinical trials handled using Bayes included longitudinal modelling for monitoring of
MCV to assess compliance to AZT [437], and non-linear mixed-effects modelling of viral load
allowing for missing data [438]. Missing repeated-measures data in asthma trials was modelled
using BUGS [439]. Treatment failures could be handled using a counter-factual approach [440].
In a paper assessing reproducibility of trials for regulatory submissions, a Bayesian approach
was one of three tried [441]. In active equivalence trials in breast cancer and heart disease, a
Bayesian approach was used to model the efficacy of control over placebo and thereby indirectly
asses the probability of the efficacy of the new treatment [442]. Bayesian subset analysis was
illustrated with treatment-by-gender interactions in trials [443]. Prior opinions on the influence
of patient characteristics could be used to look at subgroup analyses of clinical trials [444].
A model for ordinal response in a multi-centre trial of therapies for MI was used to demon-
strate heterogeneity across centres that limited generalizability [445]. Heterogeneity in treatment
effect over centres was investigated in a trial in bladder cancer [446]. A Bayesian approach
for multivariate mixed outcomes was used to set objective performance criteria against which
to judge medical devices in single arm trials, illustrated by stenting in diabetics [447]. Futility
analyses were used to stop unpromising trials to redirect resources [448], for repair of inguinal
hernias [449] and for schizophrenia [450]. Cost data was modelled parametrically [451]. Bi-
nary data from cluster randomized trials could be analysed directly on the risk scale [452] and
adjusting for baseline imbalances in repeated cross-sectional cluster randomized trials could ac-
count for baseline heterogeneity [453]. Imprecision of the intracluster correlation coefficient was
allowed for in design of cluster randomized trials [454], and interval estimates obtained from
modelling [455]. Bayesian methods provided a way of analysing rate-ratios of repeated events
in cluster-randomized trials against trachoma [456]. Ideas of value of information were used to
choose sample size [457]. A cost-related approach was used to evaluate whether to continue
with a drug development program [458], and costs of technologies such as asthma treatments
were modelled using ideas from analyses of extreme values [459]. Adaptive randomization in
a sarcoma trial was achieved using covariate-adjusted randomization [460] Multiple imputation
under smoothed patter-mixture models was used for non-ignorable drop-out in clinical trials [461].
A hierarchical logistic regression was used for binary longitudinal outcomes in a trial of severe
chronic constipation with non-linear treatment effects, heterogeneity and a high proportion of
non-responders [462]. In addition, reviews in Statistical Methods in Medical Research showed
different approaches to Bayesian sample size determination [463]; approaches to phase II design
were explored [464], as were approaches to multi-centre trials [465]. There was still relatively little
about safety, but multi-item gamma Poisson shrinkage was used to analyse vaccine adverse event
reports [466].

7.2. Meta-analysis, meta-regression and evidence synthesis

Meta-analysis in clinical trials using Bayesian techniques was by now well-established, and
papers in Statistics in Medicine for this epoch were mainly exploring extensions to the basic
model. Bayesian fixed effects models were proposed as a way of avoiding complexity [467].
The Bayesian fixed effects model performed well in a comparison of methods for sparse-data
in meta-analysis [468]. Meta-analysis using intrinsic priors were proposed [469]. When carry-
ing out meta-analysis of binary data, advantages included being able to model directly on the
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risk difference and risk scales, if required [470]. Mixed treatment comparisons, combining direct
and indirect evidence were illustrated using data on non-surgical treatments in cirrhosis [471].
The sensitivity of meta-analysis to varying degrees of vagueness in priors was assessed [472]
The analysis of N -of-1 trials, both within and between patients was handled in a hierarchical
model [473]. A paper proposing measures of heterogeneity in meta-analysis included Bayesian
versions which performed well in comparison to other approaches [474]. Meta-analysis of het-
erogeneously reported trials was handled within a fully Bayesian model [475]. Meta-analysis
of observational studies allowed investigation of association of genetic factors with heart dis-
ease [476]. Extensions to multivariate meta-analysis allowed joint modelling of the effects of
parental smoking on both asthma and lower respiratory disease [477]. Multivariate meta-analysis
was also used to combine genetic studies using Mendalian randomization [478]. A tutorial pa-
per on meta-regression included Bayesian hierarchical modelling [479]. Work on interpretation
of meta-regression took a Bayesian stance [480]. Multiparameter evidence synthesis, which gen-
eralizes meta-analysis, was illustrated by combinations of data on thrombolytic therapy follow-
ing MI [481]. Uncertainty about cost-effectiveness data could be included, as could sensitivity
analyses [482].

7.3. Observational studies

Bayesian approaches were used in a variety of observational studies, from non-randomized animal
experiments, through conventional epidemiology to health service data. Log-normal modelling
was used for hearing loss in evaluation of surgery on guinea-pigs [483]. Latent mixture modelling
for multivariate categorical data was used to compare tooth cleaning efficiency with different
brushes [484]. Most analyses of case–control studies use a ‘rare-disease’ assumption, but Bayesian
methods were proposed to enable more direct estimation of quantities of interest [485]. Bayesian
model averaging was used as an alternative to stepwise logistic regression for prediction of coronary
heart disease [486]. Logistic regression was extended to cope with diffuse interactions when
looking at numerous explanatory variables for heart disease [487]. Models for assessing the role of
mediators, through which risk factors exert their effect, in observational epidemiology compared
Bayesian approaches to those from Structural Equation Modelling [488]. A simultaneous equations
modelling framework was used to show birthweight has little structural or causal effects on
early childhood development outcomes [489]. Hierarchical modelling was used to account for
different levels of variation in peak expiratory flow data in atopic and non-atopic children [490].
Complex modelling could allow for bivariate ordinal data in diabetic retinopathy [491, 492]. Vaccine
efficiency was estimated based on auxiliary outcome data, and a small validation sample [493].
Design of observational health care studies allowing for clustering was addressed [494]. A Bayesian
Box–Cox random coefficients model was used for risk-adjustment of hospital costs [495]. Assessing
the impact of provider-level ascertainment bias when profiling nursing homes uses data from a
reliability study [496]. At the seventh Valencia meeting held in 2002 [497] medical work included
causal inference with a medical application to of the effect of maternal, smoking on her child’s
birthweight [498].

7.4. Longitudinal

Modelling of longitudinal data is handled naturally using conditional independence models, and
this was a real growth area. Poisson modelling was used to explain differences in small area
hospitalization rates for respiratory conditions [499]. Time-series modelling was used for voluntary
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abortion data from Italy [500]. Hierarchical models were used for longitudinal profiles of health
care providers [501]. Binary latent variable modelling was used to assess the impact of air pollution
on multiple binary outcomes in Hong Kong [502]. The Bayesian information criterion was used for
model comparison of generalized linear mixed models from a longitudinal study of the health effects
of air pollution, and a set of retrospective studies on lung cancer and pollution [503]. Generalized
monotonic regression with random changepoints was used to model expression of a leukaemia
surface antigen in relation to prognostic factors [504]. Modelling of a random effects covariance
matrix was used in longitudinal studies of depression [505]. A hierarchical Bayesian birth cohort
analysis was used for trends in the age of onset of Type I diabetes [506]. Tolerance intervals for
reference ranges were developed for tracking viral load in people in different populations infected
with HIV [507]. Non-linear random-effect models with continuous time autoregressive errors were
used for modelling plasma volume on gestational age in pregnancy [508]. Adherence to medicines
was modelled using structural equation modelling for dichotomous variables [509]. Stochastic
modelling was used for transmission between disease states to model effect of risk factors on
progression to leukoplakia then oral cancer [510]. Calibration of a change of machinery during a
longitudinal study was applied for bone mineral density estimation [511]. Graphical models were
used to model multivariate time series from intensive care monitoring [512].

7.5. Survival modelling

Bayesian models for survival data had been used for along while. This theme continued, but often
in conjunction with modelling other features of the data. An observational study modelled survival
and pulmonary function in cystic fibrosis allowing for non-ignorable non-response using Empirical
Bayes [513]. Joint modelling of non-linear longitudinal biomarkers and event time outcomes were
used to predict cancer recurrence in prostate cancer from PSA levels [514]. Modelling of bovine
abortion and foetal survival used mixture modelling allowing for herd effects and incompletely
observed data [515]. Survival data with a non-susceptible fraction and dual censoring mechanisms
were used in Huntingdon’s disease, where not everyone inherits the gene [516] Discrete time
survival modelling was used for registry data on haemodialysis patients [517]. Estimation of cost-
effectiveness from censored data was applied in cardiovascular disease [518]. A neural-Bayesian
approach was used to improve predictions from Cox survival analysis [519] The clinical course
of bone metastases in women with advanced breast cancer was investigated using models for
multivariate interval censored recurrent events [520]. Modelling risks of a second complication
following a first complication of diabetes used conditional modelling and survival models [521].
Recurrent events such as infections in patients with an inherited immune disease were modelled
using time-dependent frailties [522] Correlated frailty models were used to analyse risk factors in
bilateral corneal graft rejection [523] Proportional hazards models with time-varying regression
coefficients were illustrated in a study of ovarian cancer patients [524]. Dental restorations involving
clustered grouped survival data were modelled using multilevel Cox regression [525] A pattern-
mixture model was used for repeated measures quality of life with right-censored survival times
in a trial of congestive heart failure [526].

7.6. Missing data and misclassification

Another theme that continued to be developed is that of missing data and misclassified data,
where conditional independence models can allow for this aspect in addition to the main under-
lying model. Full-likelihood modelling allowed for misclassification of an exposure in matched
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case–control studies [527]. Misclassification in binary outcome variables was assessed using prior
data and expert opinion, to improve the modelling of effects of a smoking cessation program
among pregnant women [528] and modelled via a validation substudy for a study of smoking
and myocardial infarction [529]. Measurement error and missing data in a case–control study of
radon exposure and leukaemia were handled via hierarchical models [530]. Other work on miss-
ing data included complete imputation of missing repeated measures data [531] and comparisons
of methods including Bayesian least squares [532]; other work on measurement error included
imperfectly observed transitions in a study of depression in adolescents [533] and on-ignorable
non-response in binary data [534], and in r × c tables [535]. A case-study of informative drop-
out, non-ignorable non-compliance and repeated measures was presented on a trial of different
psychotherapies [536]. Imperfect ascertainment in cancer studies was handled by extending latent
class methodology [537]. Misclassification in binary risk factors in prospective studies was handled
via a three-part model for disease, exposure and misclassification [538]. Analysis of risk factors
for anovulation employed models that allow for imperfect measure of outcome [539]. Intuition
about the effect of misclassification was shown to be in conflict with the results of a full Bayesian
analysis [540].

7.7. Diagnosis and screening

Diagnosis and screening are areas for which conditional probabilities are fundamental, so Bayesian
approaches are very natural. Tumour grading from magnetic resonance spectroscopy was ap-
proached using multivariate Bayesian selection [541]. Prediction of an individual’s disease status
and population prevalence, using several similar diagnostic tests, used robust Bayesian predic-
tion [542]. Estimation of diagnostic test accuracy for tuberculosis and toxoplasma gondii were
compared using various distributional assumptions [543]. Multivariate hierarchical transformation
models were used for ROC analysis for biopsies in prostate cancer [544]. Diagnosis avoiding the
use of cut-offs was applied to detecting abortion in cattle [545]. Estimating disease prevalence
in the absence of a gold standard test was carried out using conditional independence modelling
using the results of two diagnostic tests [546] and using prior information and stratification [547].
Sample size calculations could be performed in the same situation [548]. Estimating the proportion
of women with gestational diabetes based on two sources employed capture-recapture sampling
whilst allowing for measurement error [549]. Evaluation of breast cancer screening synthesized
data from two studies [550] and examined accuracy of screening mammography uses an event
order model [551]. Bayesian regression model averaging was used to estimate the false negative
fraction in a two-stage multiple screening test for bowel cancer [552].

7.8. Spatial and spatio-temporal modelling

Work in disease mapping continued, and increasing modelled both spatial [553] and spatio-temporal
[554] aspects. A model for fertility schedules allowing for space-varying parameter was used to
model low-fertility behaviour in Brazil [555]. Spatial smoothing was used to investigate geograph-
ical variation in late detection of breast and colorectal cancer [556], in modelling of small areas
rates of non-rare diseases [557], and in short-term prognosis after acute myocardial infarction
[558]. Spatial effects in time-to-event data were used to look at effect of area of residence on
time to coronary artery bypass grafts while adjusting for individual level covariates [559]. Cross-
validatory predictive checking was illustrated for disease-mapping models, but is applicable to
hierarchical models more generally [560]. Reversible jump MCMC was used to allow for fixed
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clustering effects associate with certain areas for leukaemia [561]. Controlling for multiple health
providers was included in a study of respiratory disease near cokeworks [562]. Child mortal-
ity in Nigeria was analysed using geoadditive discrete time survival models [563]. The time-lag
between socioeconomic factors and lung cancer mortality was investigated using space–time models
with time-dependent covariates [564]. Colorectal cancer incidence was modelled using a semi-
parametric temporal spatial model incorporating age and gender effects [565]. Simulation was
used to compare three Bayesian procedures for cluster detection diagnostics [566]. Simultaneous
inference on multiple scales in spatial epidemiology was illustrated by Tuscan gastric cancer data
at various levels of aggregation [567, 568]. A cluster model for space–time disease counts used
reversible jump Markov chain Monte Carlo in Japanese breast cancer mortality [569]. The impact
of prior choice on local Bayes factor for cluster detection was compared on breast cancer incidence
from Wisconsin [570]. A novel approach to cluster modelling was proposed for environmental
surveillance [571]. A special issue of Statistical Methods in Medical Research was published, with
empirical and full Bayes, [572] and extensions to joint mapping of multiple diseases [573–575].
At the 7th Valencia meeting held in 2002 [497] spatial modelling was extended to spatio-temporal
survival modelling in multiple cancers [576].

7.9. Infectious disease modelling

Modelling of the HIV epidemic continued [577]; Markov modelling was used for changes in HIV-
specific cytotoxic T-lymphocytes in untreated patients [578] and back-calculation using a multi-state
model is used to estimate HIV incidence [579]. For other infectious diseases, hierarchical modelling
was used for spatio-temporal modelling of influenza [580]. A method for estimating heterogeneous
transmission with multiple infectives was illustrated for secondary attacks of pertussis following
vaccination [581]. Estimating incidence of subclinical infections with Legionnaire’s disease used
data augmentation [582]. Prediction of meningococcal disease outbreaks in structured populations
was used to inform information collection in the event of an actual outbreak [583]. Time to
colonization of MRSA in an intensive care unit was modelled using priors on the first or second
difference to smooth the hazard function [584]. Transmission of influenza was modelled within
households [585], and transmission of gastroenteritis within schools [586]. Estimating the duration
of malaria infection when detectability of the parasite was imperfect was achieved via immigration-
death modelling [587]. The SARS epidemic prompted modelling of the probability of failing to
detect and infectious disease at entry points to a country [588].

7.10. Molecular genetics

At the 7th Valencia meeting held in 2002 [497] a major theme was analysis of data generated
from genetic microarray technology [589–593]. Elsewhere, statistical work in gene expression
in microarray data [594], and DNA sequence segmentation [595] showed the power of modern
Bayesian methods to deal with these highly structured problems, which in turn lead to further
computational challenges [596].

In Statistics in Medicine this work has not yet made a big impact, but data from DNAmicroarrays
were analysed using empirical Bayes to reduce the dimensionality whilst allowing for relative lack
of replication [597, 598], tree-based models for homogeneous groupings of multinomials were
illustrated on genetic sequence data [599] and genetic model-free approach was used for the
meta-analysis of genetic association studies [600].
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7.11. Decision-making

The development of Bayesian statistics is closely related to formal decision-making, but applications
have been relatively rare so far. In clinical decision-making, Bayesian procedures were tested
against other in detection of acute disease events in lung transplant patients, and found to perform
well [601]. The additional value of information provided by axillary lymph node detection on breast
cancer was assessed using an expected utility approach [602]. More generally, Bayesian methods
for decision-making in health were reviewed [603] and proposals were made for bridging the gap
between statistical analysis and decision-making in public health [604]. A review in Statistical
Methods for Medical Research highlighted the development of cost-effectiveness modelling [605],
with Bayesian approaches playing a strong role in accounting for uncertainty in these complex
models [606]. The decision-making aspects of a Bayesian approach, for which many have argued,
are coming into their own here [607, 608].

7.12. Other applications

One of the most striking features of Bayesian work in Statistics in Medicine in the epoch was the
range of applications. Among the less standard applications were quantitative antimicrobial assays
for assessing the efficacy of chemical germicides [609]. Optimal designs using the Michaelis-
Menton equation had application in enzymology [610]. Modelling of pre-malignant lesions found
MCMC was more efficient than maximum likelihood in the presence of heterogeneity [611].
Modelling of infection and recovery rates for parasites uses hidden Markov models [612]. Adaptive
regression splines were extended to analyse the activity of neurons in the brain [613]. Spline
smoothing in linear mixed models had applications in areas such as modelling mammographic
density versus age and using pedigree data to model risk of bronchial hyperresponsiveness [614].
Bayes factors proved more powerful than a modified Hotellings T 2 test in small samples testing the
equality of two Poisson functions from neurophysiological applications [615] and procedures for
detecting extra-Binomial variability use Bayes factors [616]. Neural networks for bivariate binary
data were used in a prostate cancer study [617]. Queuing theory was used to analysis a renal
transplant waiting list [618]. Glucose and insulin homeostatis, modelled via differential equations,
were now modelled via a population-based hierarchical model [619]. In fact, much of the work
cited in this review is part of a more general trend towards hierarchical modelling, and an overview
included Bayesian methods alongside more classical approaches [620].

8. THE FUTURE

It is now over 300 years since the birth of Thomas Bayes [621]. At the time of writing, the 8th
Valencia meeting has just been held in summer 2006, and the proceedings are now in preparation.
Bayesian statistics is a standard part of many undergraduate and postgraduate degrees in statistics,
at least in the U.K. Twenty-five years ago, Bayesian statistics barely got mentioned in the same
breath as medical statistics; now the two are completely intertwined. No conference on Bayesian
statistics in complete without medical applications, no conference on medical statistics is complete
without some Bayesian approaches. The FDA has just issued a draft guideline on ‘Use of Bayesian
Statistics for Medical Device Clinical Trials’. So what will the future bring?

It is safe to say that applied Bayesian statistics is not a passing fad. The range of applications in
this review, and the diversity of statisticians now using Bayesian approaches mean Bayes is firmly
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in the mainstream of applied statistics. The ability to think in terms of structuring the scientific
problem, and then bringing relevant data and assumptions to bear, rather than starting with a data
set and a restricted set of models that can be fitted, have fundamentally changed the way that
statisticians are thinking. My belief is that the next frontier is the medical literature. Altman’s
review [419] may have found little evidence of Bayesian statistics in medical journals in 2000,
but one does not have to look far to find recent examples in the top medical journals, such as
in the New England Journal of Medicine [622], the BMJ [623, 624] and the Lancet [625]. These
are still the exception rather than the rule, but are encouraging signs for the future. I also predict
that, following trends in previous major developments such as logistic regression and survival
analysis, Bayes will be used increasingly by those who do not class themselves as statisticians, as
well as those who do. Beyond that, I would predict that Bayes will be most used in newer and
rapidly developing areas, where flexibility and innovation are required, rather than conventional
areas where traditional methods are well-ensconced. In particular, the exploitation of the recent
advances in the understanding of the human genome will provide fruitful areas. I look forward to
both reading and writing about such developments over the next 25 years of Statistics in Medicine.

REFERENCES

1. Bayes T. An essay towards solving a problem in the doctrine of chances. Philosophical Transactions of the
Royal Society of London 1763; 53:370–418.

2. Cox DR, Hinkley DV. Theoretical Statistics. Chapman & Hall: London, 1974.
3. Lindley DV. Introduction to Probability and Statistics from a Bayesian Viewpoint Part 1—Probability. Cambridge

University Press: Cambridge, MA, 1965.
4. Lindley DV. Introduction to Probability and Statistics from a Bayesian Viewpoint Part 2—Inference. Cambridge

University Press: Cambridge, MA, 1965.
5. Box GEP, Tiao GC. Bayesian Inference in Statistical Analysis. Addison-Wesley: Reading, MA, London, 1973.
6. Raiffa H, Schlaifer R. Applied Statistical Decision Theory. Harvard University Press: Boston, 1961.
7. Halperin M, DeMets DL, Ware JH. Early methodological developments for clinical trials at the National Heart,

Lung and Blood Institute. Statistics in Medicine 1990; 9(8):881–892.
8. Zelen M. The contributions of Jerome Cornfield to the theory of statistics. Biometrics 1982; 38(Suppl.):11–15.
9. Ederer F. Jerome Cornfield’s contributions to the conduct of clinical trials. Biometrics 1982; 38(Suppl.):25–32.

10. Jerome Cornfield’s publications: contributions to the literature as they appeared from 1941 through 1980.
Biometrics 1982; 38(Suppl.):47–52.

11. Spiegelhalter DJ, Smith AFM. Decision analysis and clinical decisions. In Perspectives in Medical Statistics,
Bithell JF, Coppi R (eds). Academic Press: London, 1981; 103–131.

12. Armitage P, Berry D. Statistical Methods in Medical Research. Blackwell: Oxford, 1971.
13. Bernardo JM. The valencia story. ISBA Newsletter 1999; 6:7–11.
14. Bernardo JM, De Groot MH, Lindley DV, Smith AFM. Bayesian Statistics. University Press: Valencia, Spain,

1980.
15. Smith AFM. Change-point problems: approaches and applications. In Bayesian Statistics, Bernardo JM,

De Groot MH, Lindley DV, Smith AFM (eds). University Press: Valencia, Spain, 1980; 83–98.
16. Kadane JB, Sedransk N. Towards a more ethical clinical trial. In Bayesian Statistics, Bernardo JM, De Groot

MH, Lindley DV, Smith AFM (eds). University Press: Valencia, Spain, 1980; 329–346.
17. Armitage P. Trials and errors: the emergence of clinical statistics. The Address of the Presiden (with Proceedings).

Journal of the Royal Statistical Society 1983; 146(4):321–334.
18. Lewis JA. Clinical trials: statistical developments of practical benefit to the pharmaceutical industry

(with Discussion). Journal of the Royal Statistical Society 1983; 146(4):362–393.
19. Pocock SJ, Cook DG, Shaper AG. Analysing geographic variation in cardiovascular mortality: methods and

results (with Discussion). Journal of the Royal Statistical Society of London, Series A 1982; 145:313–341.
20. Smith AFM, West M, Gordon K, Knapp MS, Trimble IMG. Monitoring kidney-transplant patients. Statistician

1983; 32(1–2):46–54.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3609

21. Carter RL, Blight BJN. A Bayesian change point problem with an application to the prediction and detection
of ovulation in women. Statistician 1983; 32(1–2):229–230.

22. Steve G, Rossimori A. Prescreening of beta-thalassemia carriers—a comparison between Bayesian and other
approaches. Statistician 1983; 32(1–2):233–239.

23. Freedman LS, Spiegelhalter DJ. The assessment of subjective opinion and its use in relation to stopping rules
for clinical-trials. Statistician 1983; 32(1–2):153–160.

24. Chaloner KM, Duncan GT. Assessment of a beta-prior distribution—Pm-Elicitation. Statistician 1983;
32(1–2):174–180.

25. Spiegelhalter DJ, Knill-Jones RP. Statistical and knowledge-based approaches to clinical decision-support
systems, with an application to gastroenterology (with Discussion). Journal of the Royal Statistical Society
1984; 147(1):35–77.

26. Bernardo JM, De Groot MH, Lindley DV, Smith AFM. Bayesian Statistics, vol. 2. Elsevier/North-Holland:
Amsterdam, 1985.

27. Geisser S. On the prediction of observables: a selective update. In Bayesian Statistics, vol. 2, Bernardo JM,
De Groot MH, Lindley DV, Smith AFM (eds). Elsevier/North-Holland: Amsterdam, 1985; 203–230.

28. Ameen JRM, Harrison PJ. Normal discount Bayesian models. In Bayesian Statistics, vol. 3, Bernardo JM,
DeGroot MH, Lindley DV, Smith AFM (eds). Elsevier/North-Holland: Amsterdam, 1985; 271–298.

29. Albert JH. Bayesian estimation methods for incomplete two-way contingency tables using prior beliefs of
association. In Bayesian Statistics, vol. 2, Bernardo JM, DeGroot MH, Lindley DV, Smith AFM (eds).
Elsevier/North-Holland: Amsterdam, 1985; 589–602.

30. Chen WC, Hill BM, Greenhouse JB, Favos JV. Bayesian analysis of survival curves for cancer patients following
treatment. In Bayesian Statistics, Bernardo JM, DeGroot MH, Lindley DV, Smith AFM (eds). Elsevier/North-
Holland: Amsterdam, 1985; 299–328.

31. Newell DJ. Present position and potential developments: some personal views—medical statistics. Journal of
the Royal Statistical Society 1984; 147(2):186–197.

32. Smith AFM. Present position and potential developments: some personal views—Bayesian statistics. Journal of
the Royal Statistical Society 1984; 147(2):245–259.

33. Racine A, Grieve GP, Fluhler H, Smith AFM. Bayesian methods in practice: experiences in the pharmaceutical
industry (with Discussion). Applied Statistics 1986; 35:93–150.

34. Donner A. The exclusion of patients from a clinical trial. Statistics in Medicine 1982; 1(3):261–265.
35. Spiegelhalter DJ. Evaluation of clinical decision-aids, with an application to a system for dyspepsia. Statistics

in Medicine 1983; 2(2):207–216.
36. Tsutakawa RK, Shoop GL, Marienfeld CJ. Empirical Bayes estimation of cancer mortality rates. Statistics in

Medicine 1985; 4(2):201–212.
37. Achcar JA, Brookmeyer R, Hunter WG. An application of Bayesian analysis to medical follow-up data. Statistics

in Medicine 1985; 4(4):509–520.
38. Berry DA, Pearson LM. Optimal designs for clinical trials with dichotomous responses. Statistics in Medicine

1985; 4(4):497–508.
39. Berry DA. Interim analyses in clinical trials: classical vs. Bayesian approaches. Statistics in Medicine 1985;

4(4):521–526.
40. Spiegelhalter DJ, Freedman LS. A predictive approach to selecting the size of a clinical trial, based on subjective

clinical opinion. Statistics in Medicine 1986; 5:1–13.
41. Simes RJ. Application of statistical decision theory to treatment choices: implications for the design and analysis

of clinical trials. Statistics in Medicine 1986; 5(5):411–420.
42. Spiegelhalter DJ. Probabilistic prediction in patient management and clinical trials. Statistics in Medicine 1986;

5(5):421–433.
43. Zelen M, Parker RA. Case–control studies and Bayesian inference. Statistics in Medicine 1986; 5(3):261–269.
44. Murray GD, Murray LS, Barlow P, Teasdale GM, Jennett WB. Assessing the performance and clinical impact

of a computerized prognostic system in severe head injury. Statistics in Medicine 1986; 5(5):403–410.
45. McSherry DM. Intelligent dialogue based on statistical models of clinical decision-making. Statistics in Medicine

1986; 5(5):497–502.
46. Ohmann C, Kunneke M, Zaczyk R, Thon K, Lorenz W. Selection of variables using ‘independence Bayes’ in

computer-aided diagnosis of upper gastrointestinal bleeding. Statistics in Medicine 1986; 5(5):503–515.
47. Smith AFM, Skene AM, Shaw JEH, Naylor JC. Progress with numerical and graphical methods for practical

Bayesian statistics. The Statistician 1987; 36:75–82.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



3610 D. ASHBY

48. Van Dijk HK, Hop JP, Louter AS. An algorithm for the computation of posterior moments and densities using
simple importance sampling. The Statistician 1987; 36:83–90.

49. Stewart L. Hierarchical Bayesian analysis using Monte Carlo integration: computing posterior distributions when
there are many possible models. The Statistician 1987; 36:211–219.

50. Gilks WR. Some applications of hierarical models in kidney transplantation. The Statistician 1987; 36:127–136.
51. Berry DA. Statistical inference, designing clinical trials and pharmaceutical company decisions. The Statistician

1987; 36:181–189.
52. Grieve AP. Applications of Bayesian software: two examples. The Statistician 1987; 36:283–288.
53. Spiegelhalter DJ. Coherent evidence propagation in expert systems. The Statistician 1987; 36:201–210.
54. Achcar JA, Bolfarine H, Pericchi LR. Transformation of survival data to an extreme value distribution. The

Statistician 1987; 36:229–234.
55. Breslow N. Biostatistics and Bayes. Statistical Science 1990; 5(3):269–298.
56. Ware JH. Investigating therapies of potentially great benefit:ECMO. Statistical Science 1989; 4(4):296–340.
57. Hills M, Alexander F. Statistical methods used in assessing the risk of disease near a source of possible

environmental pollution: a review. Journal of the Royal Statistical Society of London, Series A 1989; 152(3):
353–363.

58. Jennison C, Turnbull BW. Interim analyses: the repeated confidence interval approach. Journal of the Royal
Statistical Society of London, Series B 1989; 51(3):305–361.

59. Crichton NJ, Fryer JG, Spicer CC. Some points on the use of ‘independent Bayes’ to diagnose acute abdominal
pain. Statistics in Medicine 1989; 6(8):945–959.

60. Crichton NJ, Emerson PA. A probability-based aid for teaching medical students a logical approach to diagnosis.
Statistics in Medicine 1987; 6(7):805–811.

61. Hughes MD, Pocock SJ. Stopping rules and estimation problems in clinical trials. Statistics in Medicine 1988;
7(12):1231–1242.

62. Marshall RJ. Bayesian analysis of case–control studies. Statistics in Medicine 1988; 8:1023–1024.
63. Jones RH, McClatchey MW. Beyond sensitivity, specificity and statistical independence. Statistics in Medicine

1988; 7(12):1289–1295.
64. Marler MR, Jacob RG, Lehoczky JP, Shapiro AP. The statistical analysis of treatment effects in 24-hour

ambulatory blood pressure recordings. Statistics in Medicine 1988; 7(6):697–716.
65. Linnet K. Assessing diagnostic tests by a strictly proper scoring rule. Statistics in Medicine 1989; 8(5):609–618.
66. Lui KJ. A discussion on the conventional estimator of sensitivity and specificity in multiple tests. Statistics in

Medicine 1989; 8(10):1231–1240.
67. Crichton NJ, Hinde JP. Correspondence analysis as a screening method for indicants for clinical diagnosis.

Statistics in Medicine 1989; 8(11):1351–1362.
68. Habbema JD, Bossuyt PM, Dippel DW, Marshall S, Hilden J. Analysing clinical decision analyses. Statistics

in Medicine 1990; 9(11):1229–1242.
69. Lew RA, Levy PS. Estimation of prevalence on the basis of screening tests. Statistics in Medicine 1989;

8:1225–1230.
70. Taylor JM, Munoz A, Bass SM, Saah AJ, Chmiel JS, Kingsley LA. Estimating the distribution of times from

HIV seroconversion to AIDS using multiple imputation. Multicentre AIDS cohort study. Statistics in Medicine
1990; 9(5):505–514.

71. Zeger SL, See LC, Diggle PJ. Statistical methods for monitoring the AIDS epidemic. Statistics in Medicine
1989; 8(1):3–21.

72. Taylor JM. Models for the HIV infection and AIDS epidemic in the United States. Statistics in Medicine 1989;
8(1):45–58.

73. O’Hagan A. Practical Bayesian analysis of a simple logistic regression: predicting corneal transplants. Statistics
in Medicine 1990; 9(1091):1101.

74. Lim LL, Whitehead J. Comparison of the information in two lung function experiments. Statistics in Medicine
1989; 8(7):861–870.

75. Pocock SJ, Hughes MD. Practical problems in interim analyses with particular regard to estimation. Controlled
Clinical Trials 1989; 10:2209S–2215S.

76. Hilden J, Habbema JD. The marriage of clinical trials and clinical decision science. Statistics in Medicine 1990;
9(11):1243–1257.

77. Skene AM, Wakefield JC. Hierarchical models for multicentre binary response studies. Statistics in Medicine
1990; 9(8):919–929.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3611

78. Tubert P, Begaud B. Random models for margins of a 2× 2 contingency table and application to
pharmacovigilance. Statistics in Medicine 1991; 10(6):991–999.

79. Jarjoura D, Logue E. Variation in heart disease mortality across census tracts as a function of overdispersion
and social class mixture. Statistics in Medicine 1990; 9(10):1199–1209.

80. Mollie A, Richardson S. Empirical Bayes estimates of cancer mortality rates using spatial models. Statistics in
Medicine 1991; 10(1):95–112.

81. Desouza CM. An empirical Bayes formulation of cohort models in cancer epidemiology. Statistics in Medicine
1991; 10:1241–1256.

82. Raghunathan TE. Pooling controls from different studies. Statistics in Medicine 1991; 10(9):1417–1426.
83. Duncan DB, Dixon DO. Comment on: multiple comparisons in over-the-counter drug clinical trials with both

positive and placebo controls. Statistics in Medicine 1991; 10(1):21–26.
84. Vacek PM, Mickey RM, Bell DY. Application of a two-stage random effects model to longitudinal pulmonary

function data from sarcoidosis patients. Statistics in Medicine 1989; 8(2):189–200.
85. Royston P. Identifying the fertile phase of the human menstrual cycle. Statistics in Medicine 1991; 10(2):221–240.
86. Helfenstein U, Ackermann-Liebrich U, Braun-Fahrlander C, Wanner HU. The environmental accident at

‘Schweizerhalle’ and respiratory diseases in children: a time series analysis. Statistics in Medicine 1991;
10(10):1481–1492.

87. Aalen OO, Husebye E. Statistical analysis of repeated events forming renewal processes. Statistics in Medicine
1991; 10(8):1227–1240.

88. Rubin DB, Schenker N. Multiple imputation in health-care databases: an overview and some applications.
Statistics in Medicine 1991; 10(4):585–598.

89. Orav EJ, Louis TA, Palmer RH, Wright EA. Variance components and their implications for statistical information
in medical data. Statistics in Medicine 1991; 10(4):599–616.

90. Pryor DB, Lee KL. Methods for the analysis and assessment of clinical databases: the clinician’s perspective.
Statistics in Medicine 1991; 10(4):617–628.

91. Simon R. A decade of progress in statistical methodology for clinical trials. Statistics in Medicine 1991;
10(12):1789–1817.

92. Gail MS. A bibliography and comments on the use of statistical models in epidemiology in the 1980’s. Statistics
in Medicine 1991; 10:1819–1885.

93. Bernardo JM, DeGroot MH, Lindley DV, Smith AFM. Bayesian Statistics, vol. 3. Oxford University Press:
Oxford, 1988.

94. Bernardo JM, Berger JO, Dawid AP, Smith AFM. Bayesian Statistics, vol. 4. Oxford University Press:
New York, 1992.

95. Goel PK. Software for Bayesian analysis: current status and additional needs. In Bayesian Statistics, vol. 3,
Bernardo JM, DeGroot MH, Lindley DV, Smith AFM (eds). Oxford University Press: Oxford, 1988; 173–188.

96. Smith AFM. What should be Bayesian about Bayesian software. In Bayesian Statistics, vol. 3, Bernardo JM,
DeGroot MH, Lindley DV, Smith AFM (eds). Oxford University Press: Oxford, 1988; 429–435.

97. Kass RE, Tierney L, Kadane JB. Asymptotics in Bayesian computation. In Bayesian Statistics, vol. 3, Bernardo
JM, DeGroot MH, Lindley DV, Smith AFM (eds). Oxford University Press: Oxford, 1988; 261–278.

98. Spiegelhalter DJ, Freedman LS. Bayesian approaches to clinical trials. In Bayesian Statistics, vol. 3, Bernardo
JM, DeGroot MH, Lindley DV, Smith AFM (eds). Oxford University Press: Oxford, 1988; 453–477.

99. Grieve AP. A Bayesian approach to the analysis of LD50 experiments. In Bayesian Statistics, vol. 3, Bernardo
JM, DeGroot MH, Lindley DV, Smith AFM (eds). Oxford University Press: Oxford, 1988; 617–630.

100. Lauritzen SL, Spiegelhalter DJ. Local computations with probabilities on graphical structures and their application
to expert systems. Journal of the Royal Statistical Society of London, Series B 1988; 50(2):157–224.

101. Gelfand AE, Smith AFM. Sampling based approaches to calculating marginal densities. Journal of the American
Statistical Association 1990; 85:398–409.

102. Racine-Poon A. SAGA: sample assisted graphical analysis. In Bayesian Statistics, vol. 4, Bernardo JM, Berger
JO, Dawid AP, Smith AFM (eds). Oxford University Press: New York, 1992; 389–404.

103. Geweke J. Evaluating the accuracy of sampling-based approaches to the calculation of posterior moments. In
Bayesian Statistics, vol. 4, Bernardo JM, Berger JO, Dawid AP, Smith AFM (eds). Oxford Univerity Press:
New York, 1992; 169–193.

104. Gelman A, Rubin DB. A single series from the Gibbs sampler provides a false sense of security. In Bayesian
Statistics, vol. 4, Bernardo JM, Berger JO, Dawid AP, Smith AFM (eds). Oxford University Press: New York,
1992; 625–631.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



3612 D. ASHBY

105. Gilks WR. Deriative-free adaptive rejection sampling for Gibbs sampling. In Bayesian Statistics, vol. 4, Bernardo
JM, Berger JO, Dawid AP, Smith AFM (eds). Oxford University Press: New York, 1992; 641–649.

106. Raftery AE, Lewis SM. How many iterations in the Gibbs sampler? In Bayesian Statistics, vol. 4, Bernardo
JM, Berger JO, Dawid AP, Smith AFM (eds). Oxford University Press: New York, 1992; 763–773.

107. Hills SE, Smith AFM. Parameterization issues in Bayesian inference. In Bayesian Statistics, vol. 4, Bernardo
JM, Berger JO, Dawid AP, Smith AFM (eds). Oxford University Press: New York, 1992; 227–246.

108. Roberts GO. Convergence diagnostics of the Gibbs sampler. In Bayesian Statistics, vol. 4, Bernardo JM, Berger
JO, Dawid AP, Smith AFM (eds). Oxford University Press: New York, 1992; 775–782.

109. Thomas A, Spiegelhalter DJ, Gilks WR. BUGS: a program to perform Bayesian inference using Gibbs sampling.
In Bayesian Statistics, vol. 4, Bernardo JM, Dawid AP, Smith AFM (eds). Oxford University Press: Oxford,
1992; 837–842.

110. Morris CN, Normand SL. Hierarchical models for combining information and for meta-analysis. In Bayesian
Statistics, vol. 4, Bernardo JM, Berger JO, Dawid AP, Smith AFM (eds). Oxford University Press: New York,
1992; 321–344.

111. Stephens DA, Dellaportas P. Bayesian analysis of generalised linear models with covariate measurement error.
In Bayesian Statistics, vol. 4, Bernardo JM, Dawid AP, Smith AFM (eds). Oxford University Press: Oxford,
1992; 813–820.

112. Carlin BP, Polson NG. Monto Carlo Bayesian methods for discrete regression models and categorical time series.
In Bayesian Statistics, vol. 4, Bernardo JM, Berger JO, Dawid AP, Smith AFM (eds). Oxford University Press:
New York, 1992; 577–586.

113. Spiegelhalter DJ, Cowell RG. Learning in probabilistic expert systems. In Bayesian Statistics vol. 4, Bernardo
JM, Berger JO, Dawid AP, Smith AFM (eds). Oxford University Press: New York, 1992; 447–465.

114. Berry DA, Wolff MC, Sack D. Public health decision making: a sequential vaccine trial. In Bayesian Statistics,
vol. 4, Bernardo JM, Dawid P, Smith AFM (eds). Oxford University Press: Oxford, 1992; 79–96.

115. Chaloner K, Church T, Louis TA, Matts JP. Graphical elicitation of a prior distribution for a clinical trial. The
Statistician 1993; 42(4):341–353.

116. Carlin BP, Chaloner K, Church T, Louis TA, Matts JP. Bayesian approaches for monitoring clinical trials with
an application to toxoplasmic encephalitis prophylaxis. The Statistician 1993; 42(4):355–367.

117. Cowell RG, Dawid AP, Hutchinson TA, Roden S, Spiegelhalter DJ. Bayesian networks for the analysis of drug
safety. The Statistician 1993; 42:369–384.

118. Ashby D, Hutton JL, McGee MA. Simple Bayesian analyses for case–control studies in cancer epidemiology.
The Statistician 1993; 42:385–397.

119. Wild P, Commenges D, Etcheverry B. A hierarchical Bayesian approach to the back-calculation of numbers of
HIV-infected subjects. The Statistician 1993; 42:405–414.

120. Wakefield J. An expected loss approach to the design of dosage regimens via sampling-based methods. The
Statistician 1994; 43(1):13–29.

121. Forster JJ. A Bayesian approach to the analysis of binary crossover data. The Statistician 1994; 43(1):61–68.
122. Lawson AB. Using spatial Gaussian priors to model heterogeneity in environmental epidemiology. The Statistician

1994; 43:69–76.
123. Bernardo JM, Smith AFM. Bayesian Theory. Wiley: Chichester, 1994.
124. O’Hagan A. Kendall’s Advanced Theory of Statistics. Edward Arnold: London, 1994.
125. Smith AFM, Roberts GO. Bayesian computation via the Gibbs Sampler and related Markov chain Monte Carlo

methods. Journal of the Royal Statistical Society of London, Series B 1993; 55(1):3–23.
126. Gilks WR, Clayton DG, Spiegelhalter DJ, Best NG, Mcneil AJ, Sharples LD, Kirby AJ. Modelling complexity:

applications of Gibbs Sampling in medicine. Journal of the Royal Statistical Society of London, Series B 1993;
55(1):39–52.

127. Gilks WR, Richardson S, Spiegelhalter DJ. Markov chain Monte Carlo in Practice. Chapman & Hall: London,
Glasgow, Weinheim, New York, Tokyo, Melbourne, Madras, 1996.

128. Spiegelhalter DJ, Freedman LS, Parmar MKB. Bayesian approaches to randomized trials. Journal of the Royal
Statistical Society 1994; 157(3):357–416.

129. Grieve AP. Bayesian analyses of two-treatment crossover studies. Statistical Methods in Medical Research 1994;
3(4):407–429.

130. Berry D, Stangl D. Bayesian Biostatistics. Marcel Dekker Inc.: New York, 1996.
131. Bernardo JM, Berger JO, Dawid AP, Smith AFM. Bayesian Statistics, vol. 5. Clarendon Press: Oxford, 1996.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3613

132. Berry DA, Thor C, Cirrincione C, Edgerton S, Muss H, Marks J, Liu E, Wood W, Budman D, Perloff M,
Peters W, Henderson IC. Scientific inference and predictions: multiplicities and convincing stories: a case study
in breast cancer therapy. In Bayesian Statistics, vol. 5, Bernardo JM, Berger JO, Dawid AP, Smith AFM (eds).
Clarendon Press: Oxford, 1996; 45–67.

133. DuMouchel W. Predictive cross-validation of Bayesian meta-analyses. In Bayesian Statistics, vol. 5, Bernardo
JM, Berger JO, Dawid AP, Smith AFM (eds). Clarendon Press: Oxford, 1996; 107–127.

134. Morris CN, Christiansen CL. Hierarchical models for ranking and for identifying extremes with applications.
In Bayesian Statistics, vol. 5, Bernardo JM, Berger JO, Dawid AP, Smith AFM (eds). Clarendon Press: Oxford,
1996; 277–296.

135. Raftery AE, Madigan D, Volinsky CT. Accounting for model uncertainty in survival analysis improves predictive
performance. In Bayesian Statistics, vol. 5, Bernardo JM, Berger JO, Dawid AP, Smith AFM (eds). Clarendon
Press: Oxford, 1996; 323–349.

136. Spiegelhalter DJ, Thomas A, Best NG. Computation on Bayesian graphical models. In Bayesian Statistics, vol.
5, Bernardo JM, Dawid P, Smith AFM (eds). Oxford University Press: Oxford, 1996; 407–425.

137. Gamerman D, Smith AFM. Bayesian analysis of longitudinal data studies. In Bayesian Statistics, vol. 5, Bernardo
JM, Berger JO, Dawid AP, Smith AFM (eds). Clarendon Press: Oxford, 1996; 587–597.

138. Walker SG, Wakefield JC. Bayesian approaches to the population modelling of a monotonic dose–response
relation. In Bayesian Statistics, vol. 5, Bernardo JM, Berger JO, Dawid AP, Smith AFM (eds). Clarendon Press:
Oxford, 1996; 783–790.

139. Herson J. Bayesian analysis of cancer clinical trials: an introduction to four papers. Statistics in Medicine 1992;
11:1–3.

140. Wieand S, Cha S. Description of the statistical aspects of a study for advanced colorectal cancer patients.
Statistics in Medicine 1992; 11(1):5–11.

141. Freedman LS, Spiegelhalter DJ. Application of Bayesian statistics to decision making during a clinical trial.
Statistics in Medicine 1992; 11(1):23–35.

142. Greenhouse JB. On some applications of Bayesian methods in cancer clinical trials. Statistics in Medicine 1992;
11(1):37–53.

143. Dixon DO, Simon R. Bayesian subset analysis in a colorectal cancer clinical trial. Statistics in Medicine 1992;
11(1):13–22.

144. Ashby D. Methodological and ethical issues in clinical trials. Statistics in Medicine 1993; 12:1373–1534.
145. Berry DA. A case for Bayesianism in clinical trials. Statistics in Medicine 1993; 12(15–16):1377–1393.
146. Whitehead J. The case for frequentism in clinical trials. Statistics in Medicine 1993; 12(15–16):1405–1413.
147. Howson C, Urbach P. Bayesian reasoning in science. Nature 1991; 350:371–374.
148. Schaffner KF. Clinical trials and causation: Bayesian perspectives. Statistics in Medicine 1993; 12(15–16):

1477–1494.
149. Spiegelhalter DJ, Freedman LS, Parmar MKB. Applying Bayesian ideas in drug development and clinical

trials. In Methodological and Ethical Issues in Clinical Trials, Ashby D (ed.). Statistics in Medicine 1993;
12:1501–1517.

150. Armitage P. Closing remarks. Statistics in Medicine 1993; 12:1533–1534.
151. Parmar MKB, Spiegelhalter DJ, Freedman LS. The CHART trials: Bayesian design and monitoring in practice.

Statistics in Medicine 1994; 13:1297–1312.
152. George SL, Li C, Berry DA, Green MR. Stopping a clinical trial early: frequentist and Bayesian approaches

applied to a CALGB trial in non-small-cell lung cancer. Statistics in Medicine 1994; 13(13–14):1313–1327.
153. Freedman LS, Spiegelhalter DJ, Parmar MK. The what, why and how of Bayesian clinical trials monitoring.

Statistics in Medicine 1994; 13(13–14):1371–1383.
154. Machin D. Discussion of ‘The what, why and how of Bayesian clinical trials monitoring’. Statistics in Medicine

1994; 13:1385–1389.
155. Gatsonis C, Greenhouse JB. Bayesian methods for phase I clinical trials. Statistics in Medicine 1992; 11(10):

1377–1389.
156. Chevret S. The continual reassessment method in cancer phase I clinical trials: a simulation study. Statistics in

Medicine 1993; 12(12):1093–1108.
157. Korn EL, Midthune D, Chen TT, Rubinstein LV, Christian MC, Simon RM. A comparison of two phase I trial

designs. Statistics in Medicine 1994; 13(18):1799–1806.
158. Whitehead J, Brunier H. Bayesian decision procedures for dose determining experiments. Statistics in Medicine

1995; 14(9–10):885–893.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



3614 D. ASHBY

159. Moller S. An extension of the continual reassessment methods using a preliminary up-and-down design in a
dose finding study in cancer patients, in order to investigate a greater range of doses. Statistics in Medicine
1995; 14(9–10):911–922.

160. Goodman SN, Zahurak ML, Piantadosi S. Some practical improvements in the continual reassessment method
for phase I studies. Statistics in Medicine 1995; 14(11):1149–1161.

161. Etzioni R, Pepe MS. Monitoring of a pilot toxicity study with two adverse outcomes. Statistics in Medicine
1994; 13(22):2311–2321.

162. Thall PF, Estey EH. A Bayesian strategy for screening cancer treatments prior to phase II clinical evaluation.
Statistics in Medicine 1993; 12(13):1197–1211.

163. Brunier HC, Whitehead J. Sample sizes for phase II clinical trials derived from Bayesian decision theory.
Statistics in Medicine 1994; 13(23–24):2493–2502.

164. Thall PF, Simon RM, Estey EH. Bayesian sequential monitoring designs for single-arm clinical trials with
multiple outcomes. Statistics in Medicine 1995; 14(4):357–379.

165. Simon R, Thall PF, Ellenberg SS. New designs for the selection of treatments to be tested in randomized
clinical trials. Statistics in Medicine 1994; 13(5–7):417–429.

166. Greenhouse JB, Wasserman L. Robust Bayesian methods for monitoring clinical trials. Statistics in Medicine
1995; 14(12):1379–1391.

167. Sheiner LB. Bioequivalence revisited. Statistics in Medicine 1992; 11(13):1777–1788.
168. Vuorinen J, Tuominen J. Fieller’s confidence intervals for the ratio of two means in the assessment of average

bioequivalence from crossover data. Statistics in Medicine 1994; 13(23–24):2531–2545.
169. Gould AL. Sample sizes for event rate equivalence trials using prior information. Statistics in Medicine 1993;

12(21):2009–2023.
170. Grieve AP. Extending a Bayesian analysis of the two-period crossover to allow for baseline measurements.

Statistics in Medicine 1994; 13(9):905–929.
171. Senn S. Fisher’s game with the devil. Statistics in Medicine 1994; 13(3):217–230.
172. Berry DA, Eick SG. Adaptive assignment versus balanced randomization in clinical trials: a decision analysis.

Statistics in Medicine 1995; 14(3):231–246.
173. Lecoutre B, Derzko G, Grouin JM. Bayesian predictive approach for inference about proportions. Statistics in

Medicine 1995; 14(9–10):1057–1063.
174. Carlin BP, Sargent DJ. Robust Bayesian approaches for clinical trial monitoring. Statistics in Medicine 1996;

15(11):1093–1106.
175. Goodman SN. A comment on replication, p-values and evidence. Statistics in Medicine 1992; 11(7):875–879.
176. Hughes MD. Reporting Bayesian analyses of clinical trials. Statistics in Medicine 1993; 12(18):1651–1663.
177. Matthews JN. Small clinical trials: are they all bad? Statistics in Medicine 1995; 14(2):115–126.
178. CPMP Working Party on Efficacy of Medicinal Products. Biostatistical methodology in clinical trials in

applications for marketing authorizations. Statistics in Medicine 1995; 14:1659–1682.
179. Carlin JB. Meta-analysis for 2× 2 tables: a Bayesian approach. Statistics in Medicine 1992; 11(2):141–158.
180. Stangl DK. Prediction and decision making using Bayesian hierarchical models. Statistics in Medicine 1995;

14(20):2173–2190.
181. Lange N. Graphs and stochastic relaxation for hierarchical Bayes modelling. Statistics in Medicine 1992;

11(14–15):2001–2016.
182. Rubin DB. Computational aspects of analysing random effects/longitudinal models. Statistics in Medicine 1992;

11(14–15):1809–1821.
183. Zeger SL, Liang KY. An overview of methods for the analysis of longitudinal data. Statistics in Medicine 1992;

11(14–15):1825–1839.
184. Jones DR. Meta-analysis: weighing the evidence. Statistics in Medicine 1995; 14(2):137–149.
185. Maritz JS, Lwin T. Empirical Bayes Methods. Chapman & Hall: New York, 1989.
186. Eddy DM, Hasselblad V, Shachter R. Meta-Analysis by the Confidence Profile Method. Academic Press:

San Diego, 1992.
187. DerSimonian R. Meta-analysis in the design and monitoring of clinical trials. Statistics in Medicine 1996;

15(12):1237–1248.
188. Raab GM, Elton RA. Bayesian analysis of binary data from an audit of cervical smears. Statistics in Medicine

1993; 12(23):2179–2189.
189. Greenland S. A semi-Bayes approach to the analysis of correlated multiple associations, with an application to

an occupational cancer-mortality study. Statistics in Medicine 1992; 11(2):219–230.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3615

190. Gilks WR, Richardson S. Analysis of disease risks using ancillary risk factors, with application to job-exposure
matrices. Statistics in Medicine 1992; 11(11):1443–1463.

191. Bernardinelli L, Montomili C. Empirical Bayes versus fully Bayesian analysis of geographical variation in
disease risk. Statistics in Medicine 1992; 11:983–1007.

192. Stevenson JM, Olson DR. Methods for analysing county-level mortality rates. Statistics in Medicine 1993;
12(3–4):393–401.

193. Devine OJ, Louis TA. A constrained empirical Bayes estimator for incidence rates in areas with small populations.
Statistics in Medicine 1994; 13(11):1119–1133.

194. Heisterkamp SH, Doorrnbos G, Gankema M. Disease mapping using empirical Bayes and Bayes methods on
mortality statistics in the Netherlands. Statistics in Medicine 1993; 12:1895–1913.

195. Schlattmann P, Bohning D. Mixture models and disease mapping. Statistics in Medicine 1993; 12(19–20):
1943–1950.

196. Lu WS, Tsutakawa RK. Analysis of mortality rates via marginal extended quasi-likelihood. Statistics in Medicine
1996; 15(13):1397–1407.

197. Zhou XH, Katz BP, Holleman E, Melfi CA, Dittus R. An empirical Bayes method for studying variation in
knee replacement rates. Statistics in Medicine 1996; 15(17–18):1875–1884.

198. Martuzzi M, Elliott P. Empirical Bayes estimation of small area prevalence of non-rare conditions. Statistics in
Medicine 1996; 15(17–18):1867–1873.

199. Pickle LW, White AA. Effects of the choice of age-adjustment method on maps of death rates. Statistics in
Medicine 1995; 14(5–7):615–627.

200. Thomas N, Longford NT, Rolph JE. Empirical Bayes methods for estimating hospital-specific mortality rates.
Statistics in Medicine 1994; 13(9):889–903.

201. Greenland S. Methods for epidemiologic analyses of multiple exposures: a review and comparative study of
maximum-likelihood, preliminary-testing, and empirical-Bayes regression. Statistics in Medicine 1993; 12(8):
717–736.

202. Plummer M, Clayton D. Measurement error in dietary assessment: an investigation using covariance structure
models. Part II. Statistics in Medicine 1993; 12(10):937–948.

203. Schmid CH, Rosner B. A Bayesian approach to logistic regression models having measurement error following
a mixture distribution. Statistics in Medicine 1993; 12(12):1141–1153.

204. Grambsch P, Louis TA, Bostick RM, Grandits GA, Fosdick L, Darif M, Potter JD. Statistical analysis of
proliferative index data in clinical trials. Statistics in Medicine 1994; 13(16):1619–1634.

205. Mori M, Woodworth GG, Woolson RF. Application of empirical Bayes inference to estimation of rate of change
in the presence of informative right censoring. Statistics in Medicine 1992; 11(5):621–631.

206. Butler SM, Louis TA. Random effects models with non-parametric priors. Statistics in Medicine 1992;
11(14–15):1981–2000.

207. Matthews JN. A refinement to the analysis of serial data using summary measures. Statistics in Medicine 1993;
12(1):27–37.

208. Anderson SJ, Jones RH. Smoothing splines for longitudinal data. Statistics in Medicine 1995; 14(11):1235–1248.
209. Aalen OO, Bjertness E, Soonju T. Analysis of dependent survival data applied to lifetimes of amalgam fillings.

Statistics in Medicine 1995; 14(16):1819–1829.
210. Van Houwelingen HC, Thorogood J. Construction, validation and updating of a prognostic model for kidney

graft survival. Statistics in Medicine 1995; 14(18):1999–2008.
211. Albert PS. A model for seasonal changes in time series regression relationships: with an application in psychiatry.

Statistics in Medicine 1993; 12(17):1555–1568.
212. Commenges D, Etcheverry B. An empirical Bayes approach to the estimation of the incidence curve of HIV

infection. Statistics in Medicine 1993; 12(14):1317–1324.
213. LaValley MP, DeGruttola V. Models for empirical Bayes estimators of longitudinal CD4 counts. Statistics in

Medicine 1996; 15(21–22):2289–2305.
214. Laird NM, Skinner J, Kenward M. An analysis of two-period crossover designs with carry-over effects. Statistics

in Medicine 1992; 11(14–15):1967–1979.
215. Downer RG. An introduction of smoothing incidence rates by penalized likelihood. Statistics in Medicine 1996;

15(7–9):907–917.
216. Newton MA, Wu SQ, Reznikoff CA. Assessing the significance of chromosome-loss data: where are suppressor

genes for bladder cancer? Statistics in Medicine 1994; 13(8):839–858.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



3616 D. ASHBY

217. Sharples LD. Use of the Gibbs sampler to estimate transition rates between grades of coronary disease following
cardiac transplantation. Statistics in Medicine 1993; 12(12):1155–1169.

218. Raghunathan TE. Monte Carlo methods for exploring sensitivity to distributional assumptions in a Bayesian
analysis of a series of 2× 2 tables. Statistics in Medicine 1994; 13(15):1525–1538.

219. Epstein LD, Munoz A, He D. Bayesian imputation of predictive values when covariate information is available
and gold standard diagnosis is unavailable. Statistics in Medicine 1996; 15(5):463–476.

220. Mendoza-Blanco JR, Tu XM, Iyengar S. Bayesian inference on prevalence using a missing-data approach with
simulation-based techniques: applications to HIV screening. Statistics in Medicine 1996; 15(20):2161–2176.

221. Taylor JM, Kim DK. Marker values at the time of an AIDS diagnosis. Statistics in Medicine 1994;
13(19–20):2059–2066.

222. Mcneil AJ, Gore SM. Statistical analysis of zidovudine (AZT) effect on CD4 cell counts in HIV disease.
Statistics in Medicine 1996; 15(1):75–92.

223. Faucett CL, Thomas DC. Simultaneously modelling censored survival data and repeatedly measured covariates:
a Gibbs sampling approach. Statistics in Medicine 1996; 15(15):1663–1685.

224. Auranen K, Ranta J, Takala AK, Arjas E. A statistical model of transmission of Hib bacteria in a family.
Statistics in Medicine 1996; 15(20):2235–2252.

225. Richardson S, Gilks WR. A Bayesian approach to measurement error problems in epidemiology using conditional
independence models. American Journal of Epidemiology 1993; 138(6):430–442.

226. Gustafson P. A Bayesian analysis of bivariate survival data from a multicentre cancer clinical trial. Statistics in
Medicine 1995; 14(23):2523–2535.

227. Berzuini C, Clayton D. Bayesian analysis of survival on multiple time scales. Statistics in Medicine 1994;
13(8):823–838.

228. Arjas E, Liu L. Non-parametric Bayesian approach to hazard regression: a case study with a large number of
missing covariate values. Statistics in Medicine 1996; 15(16):1757–1770.

229. Rutter CM, Elashoff RM. Analysis of longitudinal data: random coefficient regression modelling. Statistics in
Medicine 1994; 13(12):1211–1231.

230. Ten Have TR, Chinchilli VM. Bayesian hierarchical analysis of within-units variances in repeated measures
experiments. Statistics in Medicine 1994; 13(18):1841–1852.

231. Wakefield J, Racine-Poon A. An application of Bayesian population pharmacokinetic/pharmacodynamic models
to dose recommendation. Statistics in Medicine 1995; 14(9–10):971–986.

232. Cislaghi C, Biggeri A, Braga M, Lagazio C, Marchi M. Exploratory tools for disease mapping in geographical
epidemiology. Statistics in Medicine 1995; 14(21–22):2363–2381.

233. Lawson AB. MCMC methods for putative pollution source problems in environmental epidemiology. Statistics
in Medicine 1995; 14(21–22):2473–2485.

234. Ayuthya RSN, Bohning D. Traffic accident mapping in Bankok metropolis—a case-study. Statistics in Medicine
1995; 14(21–22):2445–2458.

235. Bernardinelli L, Clayton D, Pascutto C, Montomoli C, Ghislandi M, Songini M. Bayesian analysis of space–time
variation in disease risk. Statistics in Medicine 1995; 14(21–22):2433–2443.

236. Bernardinelli L, Clayton D, Montomoli C. Bayesian estimates of disease maps: how important are priors?
Statistics in Medicine 1995; 14(21–22):2411–2431.

237. Richardson S, Monfort C, Green M, Draper G, Muirhead C. Spatial variation of natural radiation and childhood
leukaemia incidence in Great Britain. Statistics in Medicine 1995; 14(21–22):2487–2501.

238. McIntosh MW. The population risk as an explanatory variable in research synthesis of clinical trials. Statistics
in Medicine 1996; 15(16):1713–1728.

239. Higgins JPT, Whitehead A. Borrowing strength from external trials in a meta-analysis. Statistics in Medicine
1996; 15(24):2733–2749.

240. Smith TC, Spiegelhalter DJ, Thomas A. Bayesian approaches to random-effects meta-analysis: a comparative
study. Statistics in Medicine 1995; 14(24):2685–2699.

241. Miettinen OS, Caro JJ. Foundations of medical diagnosis: what actually are the parameters involved in Bayes’
theorem? Statistics in Medicine 1994; 13(3):201–209.

242. Umbach DM, Wilcox AJ. A technique for measuring epidemiologically useful features of birthweight
distributions. Statistics in Medicine 1996; 15(13):1333–1348.

243. Ewell M. Comparing methods for calculating confidence intervals for vaccine efficacy. Statistics in Medicine
1996; 15(21–22):2379–2392.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3617

244. Shannon WD, Bryant J, Logan TF, Day R. An application of decision theory to patient screening for an
autologous tumour vaccine trial. Statistics in Medicine 1995; 14(19):2099–2110.

245. Taylor JM, Chon Y. Smoothing grouped bivariate data to obtain the incubation period distribution of AIDS.
Statistics in Medicine 1994; 13(9):969–981.

246. Raab GM, Fielding KL, Allardice G. Incorporating HIV test data into forecasts of the AIDS epidemic in
Scotland. Statistics in Medicine 1994; 13(19–20):2009–2020.

247. Wang Y, Taylor JM. Inference for smooth curves in longitudinal data with application to an AIDS clinical trial.
Statistics in Medicine 1995; 14(11):1205–1218.

248. Marshall G, Grover FL, Henderson WG, Hammermeister KE. Assessment of predictive models for binary
outcomes: an empirical approach using operative death from cardiac surgery. Statistics in Medicine 1994;
13(15):1501–1511.

249. Belin TR, Rubin DB. The analysis of repeated-measures data on schizophrenic reaction times using mixture
models. Statistics in Medicine 1995; 14(8):747–768.

250. Ebrahimi N. The effects of misclassification of the actual cause of death in competing risks analysis. Statistics
in Medicine 1996; 15(14):1557–1566.

251. Greenhouse JB, Silliman NP. Applications of a mixture survival model with covariates to the analysis of a
depression prevention trial. Statistics in Medicine 1996; 15(19):2077–2094.

252. Brant LJ, Duncan DB, Dixon DO. k-ratio t tests for multiple comparisons involving several treatments and a
control. Statistics in Medicine 1992; 11(7):863–873.

253. Merle Y, Mentre F, Mallet A, Aurengo AH. Designing an optimal experiment for Bayesian estimation: application
to the kinetics of iodine thyroid uptake. Statistics in Medicine 1994; 13(2):185–196.

254. Markus RA, Frank J, Groshen S, Azen SP. An alternative approach to the optimal design of an LD50 bioassay.
Statistics in Medicine 1995; 14(8):841–852.

255. Hornberger JC, Brown Jr BW, Halpern J. Designing a cost-effective clinical trial. Statistics in Medicine 1995;
14(20):2249–2259.

256. Burton PR. Helping doctors to draw appropriate inferences from the analysis of medical studies. Statistics in
Medicine 1994; 13(17):1699–1713.

257. Van Houwelingen HC. The future of biostatistics: expecting the unexpected. Statistics in Medicine 1997;
16(24):2773–2784.

258. Bernardo JM, Berger JO, Dawid AP, Smith AFM. Bayesian Statistics, vol. 6. Clarenden Press: Oxford,
New York, 1999.

259. Best NG, Arnold A, Thomas A, Waller LA, Conlon ER. Bayesian models for spatially correlated disease and
exposure data. In Bayesian Statistics, vol. 6, Bernardo JM, Berger JO, Dawid AP, Smith AFM (eds). Clarenden
Press: Oxford, New York, 1999; 131–136.

260. Wakefield J, Morris S. Spatial dependence and errors-in-variables in environmental epidemiology. In Bayesian
Statistics, vol. 6, Bernardo JM, Berger JO, Dawid AP, Smith AFM (eds). Clarenden Press: Oxford, New York,
1999; 657–684.

261. Parmigiani G. Decision models in screening for breast cancer. In Bayesian Statistics, vol. 6, Bernardo JM,
Berger JO, Dawid AP, Smith AFM (eds). Oxford University Press: New York, 1998; 525–546.

262. Qian W, Brown PJ. Bayes sequential decision theory in clinical trials. In Bayesian Statistics, vol. 6, Bernardo
JM, Dawid AP, Smith AFM (eds). Clarendon Press: Oxford, 1999; 829–838.

263. Clayton D, Spiegelhalter D. Analysis of longitudinal binary data from multi-phase sampling. Journal of the
Royal Statistical Society of London, Series B 1998; 60(1):71–87.

264. Knorr-Held L. A shared component model for detecting joint and selective clustering of two diseases. Journal
of the Royal Statistical Society of London, Series A 2001; 164(1):73–85.

265. Wakefield J, Salway R. A statistical framework for ecological and aggregate studies. Journal of the Royal
Statistical Society of London, Series A 2001; 164(1):119–137.

266. Best N, Cockings S, Bennett J, Wakefield J, Elliott P. Ecological regression analysis of environmental benzene
exposure and childhood leukaemia: sensitivity to data inaccuracies, geographical scale and ecological data.
Journal of the Royal Statistical Society of London, Series A 2001; 164(1):155–174.

267. De Angelis D, Gilks WR, Day NE. Bayesian projection of the acquired immune deficiency syndrome epidemic.
Applied Statistics 1998; 47(4):449–498.

268. Dominici F, Sarnet JM, Zeger SL. Combining evidence on air pollution and daily mortality from the 20 largest
US cities: a hierarchical modelling strategy. Journal of the Royal Statistical Society of London, Series A 2000;
163(3):263–302.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



3618 D. ASHBY

269. Stephens M, Donnelly P. Inference in molecular population genetics. Journal of the Royal Statistical Society
of London, Series B 2000; 62(A):605–655.

270. Senn S. Consensus and controversy in pharmaceutical statistics. The Statistician 2000; 49(2):135–176.
271. Sutton AJ, Abrams KR. Bayesian methods in meta-analysis and evidence synthesis. Statistical Methods in

Medical Research 2001; 10:277–303.
272. Spiegelhalter DJ, Myles JP, Jones DR, Abrams KR. Bayesian methods in health technology assessment: a

review. Health Technology Assessment 2000; 38(4).
273. Spiegelhalter DJ, Abrams KR, Myles JP. Bayesian Approaches to Clinical Trials and Health-Care. Wiley:

Chichester, 2004.
274. Joseph L, Du Berger R, Belisle P. Bayesian and mixed Bayesian/likelihood criteria for sample size determination.

Statistics in Medicine 1997; 16(7):769–781.
275. Hashemi L, Nandram B, Goldberg R. Bayesian analysis for a single 2× 2 table. Statistics in Medicine 1997;

16(12):1311–1328.
276. Faraggi D, Simon R. Large sample Bayesian inference on the parameters of the proportional hazard models.

Statistics in Medicine 1997; 16(22):2573–2585.
277. Crichton NJ, Hinde JP, Marchini J. Models for diagnosing chest pain: is CART helpful? Statistics in Medicine

1997; 16(7):717–727.
278. Thall PF, Lee JJ, Tseng CH, Estey EH. Accrual strategies for phase I trials with delayed patient outcome.

Statistics in Medicine 1999; 18(10):1155–1169.
279. Zhu W, Kee WW. Bayesian optimal designs for estimating a set of symmetrical quantiles. Statistics in Medicine

2001; 20(1):123–137.
280. Legedza AT, Ibrahim JG. Heterogeneity in phase I clinical trials: prior elicitation and computation using the

continual reassessment method. Statistics in Medicine 2001; 20(6):867–882.
281. Ishizuka N, Ohashi Y. The continual reassessment method and its applications: a Bayesian methodology for

phase I cancer clinical trials. Statistics in Medicine 2001; 20(17–18):2661–2681.
282. Zohar S, Chevret S. The continual reassessment method: comparison of Bayesian stopping rules for dose-ranging

studies. Statistics in Medicine 2001; 20(19):2827–2843.
283. Heyd JM, Carlin BP. Adaptive design improvements in the continual reassessment method for phase I studies.

Statistics in Medicine 1999; 18(11):1307–1321.
284. Babb JS, Rogatko A. Patient specific dosing in a cancer phase I clinical trial. Statistics in Medicine 2001;

20(14):2079–2090.
285. Husing J, Sauerwein W, Hideghety K, Jockel KH. A scheme for a dose-escalation study when the event is

lagged. Statistics in Medicine 2001; 20(22):3323–3334.
286. Heitjan DF. Bayesian interim analysis of phase II cancer clinical trials. Statistics in Medicine 1997; 16(16):

1791–1802.
287. Thall PF, Sung HG. Some extensions and applications of a Bayesian strategy for monitoring multiple outcomes

in clinical trials. Statistics in Medicine 1998; 17(14):1563–1580.
288. Atkinson EN. A Bayesian strategy for evaluating treatments applicable only to a subset of patients. Statistics

in Medicine 1997; 16(16):1803–1815.
289. Westfall PH, Krishen A, Young SS. Using prior information to allocate significance levels for multiple endpoints.

Statistics in Medicine 1998; 17(18):2107–2119.
290. Tan SB, Smith AFM. Exploratory thoughts on clinical trials with utilities. Statistics in Medicine 1998;

17(23):2771–2791.
291. Halpern J, Brown Jr BW, Hornberger J. The sample size for a clinical trial: a Bayesian-decision theoretic

approach. Statistics in Medicine 2001; 20(6):841–858.
292. Chick SE, Barth-Jones DC, Koopman JS. Bias reduction for risk ratio and vaccine effect estimators. Statistics

in Medicine 2001; 20(11):1609–1624.
293. Fayers PM, Ashby D, Parmar MK. Tutorial in biostatistics Bayesian data monitoring in clinical trials. Statistics

in Medicine 1997; 16(12):1413–1430.
294. Chaloner K, Rhame FS. Quantifying and documenting prior beliefs in clinical trials. Statistics in Medicine

2001; 20(4):581–600.
295. Bagiella E, Heitjan DF. Predicting analysis times in randomized clinical trials. Statistics in Medicine 2001;

20(14):2055–2063.
296. Vail A, Hornbuckle J, Spiegelhalter DJ, Thornton JG. Prospective application of Bayesian monitoring and

analysis in an ‘open’ randomized clinical trial. Statistics in Medicine 2001; 20(24):3777–3787.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3619

297. Patricia Bernardo MV, Ibrahim JG. Group sequential designs for cure rate models with early stopping in favour
of the null hypothesis. Statistics in Medicine 2000; 19(22):3023–3035.

298. O’Hagan A, Stevens JW, Montmartin J. Bayesian cost-effectiveness analysis from clinical trial data. Statistics
in Medicine 2001; 20(5):733–753.

299. Willan AR, O’Brien BJ, Leyva RA. Cost-effectiveness analysis when the WTA is greater than the WTP. Statistics
in Medicine 2001; 20(21):3251–3259.

300. Spiegelhalter DJ. Bayesian methods for cluster randomized trials with continuous responses. Statistics in Medicine
2001; 20(3):435–452.

301. Turner RM, Omar RZ, Thompson SG. Bayesian methods of analysis for cluster randomized trials with binary
outcome data. Statistics in Medicine 2001; 20(3):453–472.

302. Nixon RM, Duffy SW, Fender GR, Day NE, Prevost TC. Randomization at the level of primary care practice:
use of pre-intervention data and random effects models. Statistics in Medicine 2001; 20(12):1727–1738.

303. Lunn DJ, Wakefield J, Racine-Poon A. Cumulative logit models for ordinal data: a case study involving allergic
rhinitis severity scores. Statistics in Medicine 2001; 20(15):2261–2285.

304. Lewis JA. Statistical principles for clinical trials (ICH E9): an introductory note on an international guideline.
Statistics in Medicine 1999; 18(15):1903–1942.

305. Larose DT, Dey DK. Grouped random effects models for Bayesian meta-analysis. Statistics in Medicine 1997;
16(16):1817–1829.

306. Daniels MJ, Hughes MD. Meta-analysis for the evaluation of potential surrogate markers. Statistics in Medicine
1997; 16(17):1965–1982.

307. Taylor JM, Weiss RE, Li W, Hsu CH, Suwinski R. Estimation for paired binomial data with application to
radiation therapy. Statistics in Medicine 2001; 20(22):3375–3390.

308. Berry SM. Understanding and testing for heterogeneity across 2× 2 tables: application to meta-analysis. Statistics
in Medicine 1998; 17(20):2353–2369.

309. Thompson SG, Smith TC, Sharp SJ. Investigating underlying risk as a source of heterogeneity in meta-analysis.
Statistics in Medicine 1997; 16(23):2741–2758.

310. Sharp SJ, Thompson SG. Analysing the relationship between treatment effect and underlying risk in meta-
analysis: comparison and development of approaches. Statistics in Medicine 2000; 19(23):3251–3274.

311. Normand SL. Meta-analysis: formulating, evaluating, combining, and reporting. Statistics in Medicine 1999;
18(3):321–359.

312. Thompson SG, Sharp SJ. Explaining heterogeneity in meta-analysis: a comparison of methods. Statistics in
Medicine 1999; 18(20):2693–2708.

313. Malec D. A closer look at combining data among a small number of binomial experiments. Statistics in Medicine
2001; 20(12):1811–1824.

314. Higgins JP, Whitehead A, Turner RM, Omar RZ, Thompson SG. Meta-analysis of continuous outcome data
from individual patients. Statistics in Medicine 2001; 20(15):2219–2241.

315. Whitehead A, Omar RZ, Higgins JP, Savaluny E, Turner RM, Thompson SG. Meta-analysis of ordinal outcomes
using individual patient data. Statistics in Medicine 2001; 20(15):2243–2260.

316. Rutter CM, Gatsonis CA. A hierarchical regression approach to meta-analysis of diagnostic test accuracy
evaluations. Statistics in Medicine 2001; 20(19):2865–2884.

317. Prevost TC, Abrams KR, Jones DR. Hierarchical models in generalized synthesis of evidence: an example
based on studies of breast cancer screening. Statistics in Medicine 2000; 19(24):3359–3376.

318. Jones B, Teather D, Wang J, Lewis JA. A comparison of various estimators of a treatment difference for a
multi-centre clinical trial. Statistics in Medicine 1998; 17(15–16):1767–1777.

319. Gould AL. Multi-centre trial analysis revisited. Statistics in Medicine 1998; 17(15–16):1779–1797.
320. Matsuyama Y, Sakamoto J, Ohashi Y. A Bayesian hierarchical survival model for the institutional effects in a

multi-centre cancer clinical trial. Statistics in Medicine 1998; 17(17):1893–1908.
321. Louis TA, Shen W. Innovations in Bayes and empirical Bayes methods: estimating parameters, populations and

ranks. Statistics in Medicine 1999; 18(17–18):2493–2505.
322. Daniels MJ, Gatsonis C. Hierarchical polytomous regression models with applications to health services research.

Statistics in Medicine 1997; 16(20):2311–2325.
323. Gelman A, Price PN. All maps of parameter estimates are misleading. Statistics in Medicine 1999; 18(23):

3221–3234.
324. Wakefield J, Elliott P. Issues in the statistical analysis of small area health data. Statistics in Medicine 1999;

18(17–18):2377–2399.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



3620 D. ASHBY

325. Wray NR, Alexander FE, Muirhead CR, Pukkala E, Schmidtmann I, Stiller C. A comparison of some simple
methods to identify geographical areas with excess incidence of a rare disease such as childhood leukaemia.
Statistics in Medicine 1999; 18(12):1501–1516.

326. Xia H, Carlin BP. Spatio-temporal models with errors in covariates: mapping Ohio lung cancer mortality.
Statistics in Medicine 1998; 17(18):2025–2043.

327. Knorr-Held L, Besag J. Modelling risk from a disease in time and space. Statistics in Medicine 1998;
17(18):2045–2060.

328. Osnes K, Aalen OO. Spatial smoothing of cancer survival: a Bayesian approach. Statistics in Medicine 1999;
18(16):2087–2099.

329. Sun D, Tsutakawa RK, Kim H, He Z. Spatio-temporal interaction with disease mapping. Statistics in Medicine
2000; 19(15):2015–2035.

330. Bell BS, Broemeling LD. A Bayesian analysis for spatial processes with application to disease mapping.
Statistics in Medicine 2000; 19(7):957–974.

331. Hsiao CK, Tzeng JY, Wang CH. Comparing the performance of two indices for spatial model selection:
application to two mortality data. Statistics in Medicine 2000; 19(14):1915–1930.

332. Bithell JF. A classification of disease mapping methods. Statistics in Medicine 2000; 19(17–18):2203–2215.
333. Lawson AB. Cluster modelling of disease incidence via RJMCMC methods: a comparative evaluation. Reversible

jump Markov chain Monte Carlo. Statistics in Medicine 2000; 19(17–18):2361–2375.
334. Byers S, Besag J. Inference on a collapsed margin in disease mapping. Statistics in Medicine 2000;

19(17–18):2243–2249.
335. Zhu L, Carlin BP. Comparing hierarchical models for spatio-temporally misaligned data using the deviance

information criterion. Statistics in Medicine 2000; 19(17–18):2265–2278.
336. Eberly LE, Carlin BP. Identifiability and convergence issues for Markov chain Monte Carlo fitting of spatial

models. Statistics in Medicine 2000; 19(17–18):2279–2294.
337. Shen W, Louis TA. Triple-goal estimates for disease mapping. Statistics in Medicine 2000; 19(17–18):2295–2308.
338. Gelman A, Price PN, Lin CY. A method for quantifying artefacts in mapping methods illustrated by application

to headbanging. Statistics in Medicine 2000; 19(17–18):2309–2320.
339. Bohning D, Dietz E, Schlattmann P. Space–time mixture modelling of public health data. Statistics in Medicine

2000; 19(17–18):2333–2344.
340. Ranta J, Penttinen A. Probabilistic small area risk assessment using GIS-based data: a case study on Finnish

childhood diabetes. Geographic information systems. Statistics in Medicine 2000; 19(17–18):2345–2359.
341. Stern HS, Cressie N. Posterior predictive model checks for disease mapping models. Statistics in Medicine

2000; 19(17–18):2377–2397.
342. Lawson AB, Williams FL. Spatial competing risk models in disease mapping. Statistics in Medicine 2000;

19(17–18):2451–2467.
343. Yasui Y, Liu H, Benach J, Winget M. An empirical evaluation of various priors in the empirical Bayes estimation

of small area disease risks. Statistics in Medicine 2000; 19(17–18):2409–2420.
344. Lawson AB, Biggeri AB, Boehning D, Lesaffre E, Viel JF, Clark A, Schlattmann P, Divino F. Disease

mapping models: an empirical evaluation. Disease Mapping Collaborative Group. Statistics in Medicine 2000;
19(17–18):2217–2241.

345. Pascutto C, Wakefield JC, Best NG, Richardson S, Bernardinelli L, Staines A, Elliott P. Statistical issues in the
analysis of disease mapping data. Statistics in Medicine 2000; 19(17–18):2493–2519.

346. Biggeri A, Marchi M, Lagazio C, Martuzzi M, Bohning D. Non-parametric maximum likelihood estimators for
disease mapping. Statistics in Medicine 2000; 19(17–18):2539–2554.

347. Knorr-Held L. Bayesian modelling of inseparable space–time variation in disease risk. Statistics in Medicine
2000; 19(17–18):2555–2567.

348. Heisterkamp SH, Doornbos G, Nagelkerke NJ. Assessing health impact of environmental pollution sources
using space–time models. Statistics in Medicine 2000; 19(17–18):2569–2578.

349. Giudici P, Knorr-Held L, Rasser G. Modelling categorical covariates in Bayesian disease mapping by partition
structures. Statistics in Medicine 2000; 19(17–18):2579–2593.

350. Militino AF, Ugarte MD, Dean CB. The use of mixture models for identifying high risks in disease mapping.
Statistics in Medicine 2001; 20(13):2035–2049.

351. Assuncao RM, Reis IA, Oliveira CD. Diffusion and prediction of Leishmaniasis in a large metropolitan area in
Brazil with a Bayesian space–time model. Statistics in Medicine 2001; 20(15):2319–2335.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3621

352. Gangnon RE, Clayton MK. A weighted average likelihood ratio test for spatial clustering of disease. Statistics
in Medicine 2001; 20(19):2977–2987.

353. Lawson AB. Disease map reconstruction. Statistics in Medicine 2001; 20(14):2183–2204.
354. Greenland S, Christensen R. Data augmentation priors for Bayesian and semi-Bayes analyses of conditional-

logistic and proportional-hazards regression. Statistics in Medicine 2001; 20(16):2421–2428.
355. Abrams K, Sanso B. Approximate Bayesian inference for random effects meta-analysis. Statistics in Medicine

1998; 17(2):201–218.
356. Agresti A. Modelling ordered categorical data: recent advances and future challenges. Statistics in Medicine

1999; 18(17–18):2191–2207.
357. Cronin KA, Legler JM, Etzioni RD. Assessing uncertainty in microsimulation modelling with application to

cancer screening interventions. Statistics in Medicine 1998; 17(21):2509–2523.
358. Pan W. A two-sample test with interval censored data via multiple imputation. Statistics in Medicine 2000;

19(1):1–11.
359. Bull SB. Regression models for multiple outcomes in large epidemiologic studies. Statistics in Medicine 1998;

17(19):2179–2197.
360. Lyles RH, Munoz A, Xu J, Taylor JM, Chmiel JS. Adjusting for measurement error to assess health effects of

variability in biomarkers. Multicenter AIDS Cohort Study. Statistics in Medicine 1999; 18(9):1069–1086.
361. Farrington CP, Gay NJ. Interval-censored survival data with informative examination times: parametric models

and approximate inference. Statistics in Medicine 1999; 18(10):1235–1248.
362. Hsieh YH, Chen CW, Lee SM. Empirical Bayes approach to estimating the number of HIV-infected individuals

in hidden and elusive populations. Statistics in Medicine 2000; 19(22):3095–3108.
363. Malec D, Davis WW, Cao X. Model-based small area estimates of overweight prevalence using sample selection

adjustment. Statistics in Medicine 1999; 18(23):3189–3200.
364. Gill PS. A robust mixed linear model analysis for longitudinal data. Statistics in Medicine 2000; 19(7):975–987.
365. Do KA, Broom BM, Kuhnert P, Duffy DL, Todorov AA, Treloar SA, Martin NG. Genetic analysis of the age

at menopause by using estimating equations and Bayesian random effects models. Statistics in Medicine 2000;
19(9):1217–1235.

366. Ambrosius WT, Hui SL. A quality control measure for longitudinal studies with continuous outcomes. Statistics
in Medicine 2000; 19(10):1339–1362.

367. van Belle G, Arnold A. Reliability of cognitive tests used in Alzheimer’s disease. Statistics in Medicine 2000;
19(11–12):1411–1420.

368. Galasko DR, Gould RL, Abramson IS, Salmon DP. Measuring cognitive change in a cohort of patients with
Alzheimer’s disease. Statistics in Medicine 2000; 19(11–12):1421–1432.

369. Hall CB, Ying J, Kuo L, Sliwinski M, Buschke H, Katz M, Lipton RB. Estimation of bivariate measurements
having different change points, with application to cognitive ageing. Statistics in Medicine 2001; 20(24):
3695–3714.

370. Roe DJ. Comparison of population pharmacokinetic modeling methods using simulated data: results from the
Population Modeling Workgroup. Statistics in Medicine 1997; 16(11):1241–1257.

371. Wakefield J, Walker S. A population approach to initial dose selection. Statistics in Medicine 1997; 16(10):
1135–1149.

372. Erkanli A, Soyer R, Stangl D. Bayesian inference in two-phase prevalence studies. Statistics in Medicine 1997;
16(10):1121–1133.

373. Xue X, Ding Y. Assessing heterogeneity and correlation of paired failure times with the bivariate frailty model.
Statistics in Medicine 1999; 18(8):907–918.

374. Tan M, Qu Y, Mascha E, Schubert A. A Bayesian hierarchical model for multi-level repeated ordinal data:
analysis of oral practice examinations in a large anaesthesiology training programme. Statistics in Medicine
1999; 18(15):1983–1992.

375. Tu XM, Kowalski J, Jia G. Bayesian analysis of prevalence with covariates using simulation-based techniques:
applications to HIV screening. Statistics in Medicine 1999; 18(22):3059–3073.

376. Landrum MB, Normand SL. Applying Bayesian ideas to the development of medical guidelines. Statistics in
Medicine 1999; 18(2):117–137.

377. Chouquet C, Richardson S, Burgard M, Blanche S, Mayaux MJ, Rouzioux C, Costagliola D. Timing of human
immunodeficiency virus type 1 (HIV-1) transmission from mother to child: Bayesian estimation using a mixture.
Statistics in Medicine 1999; 18(7):815–833.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



3622 D. ASHBY

378. Auranen K. Back-calculating the age-specific incidence of recurrent subclinical Haemophilus influenzae type b
infection. Statistics in Medicine 2000; 19(3):281–296.

379. Lyles RH, Xu J. Classifying individuals based on predictors of random effects. Multicenter AIDS Cohort Study.
Statistics in Medicine 1999; 18(1):35–52.

380. Gomez G, Luz CM, Egea JM, Muga R. Risk of HIV infection as a function of the duration of intravenous
drug use: a non-parametric Bayesian approach. Statistics in Medicine 2000; 19(19):2641–2656.

381. Broemeling LD, Cook P. A Bayesian analysis of regression models with continuous errors with application to
longitudinal studies. Statistics in Medicine 1997; 16(4):321–332.

382. Mcneil AJ. Bayes estimates for immunological progression rates in HIV disease. Statistics in Medicine 1997;
16(22):2555–2572.

383. Kleinman KP, Ibrahim JG. A semi-parametric Bayesian approach to generalized linear mixed models. Statistics
in Medicine 1998; 17(22):2579–2596.

384. Craig BA, Fryback DG, Klein R, Klein BE. A Bayesian approach to modelling the natural history of a chronic
condition from observations with intervention. Statistics in Medicine 1999; 18(11):1355–1371.

385. Richardson S, Leblond L. Some comments on misspecification of priors in Bayesian modelling of measurement
error problems. Statistics in Medicine 1997; 16(1–3):203–213.

386. Gossl C, Kuchenhoff H. Bayesian analysis of logistic regression with an unknown change point and covariate
measurement error. Statistics in Medicine 2001; 20(20):3109–3121.

387. Robins JM, Ritov Y. Toward a curse of dimensionality appropriate (CODA) asymptotic theory for semi-parametric
models. Statistics in Medicine 1997; 16(1–3):285–319.

388. Douglas JA. Item response models for longitudinal quality of life data in clinical trials. Statistics in Medicine
1999; 18(21):2917–2931.

389. Dunson DB, Weinberg CR. Accounting for unreported and missing intercourse in human fertility studies.
Statistics in Medicine 2000; 19(5):665–679.

390. Zhuang D, Schenker N, Taylor JM, Mosseri V, Dubray B. Analysing the effects of anaemia on local recurrence
of head and neck cancer when covariate values are missing. Statistics in Medicine 2000; 19(9):1237–1249.

391. Wu H, Wu L. A multiple imputation method for missing covariates in non-linear mixed-effects models with
application to HIV dynamics. Statistics in Medicine 2001; 20(12):1755–1769.

392. Landrum MB, Becker MP. A multiple imputation strategy for incomplete longitudinal data. Statistics in Medicine
2001; 20(17–18):2741–2760.

393. Matsuyama Y, Ohashi Y. Mixed models for bivariate response repeated measures data using Gibbs sampling.
Statistics in Medicine 1997; 16(14):1587–1601.

394. Palmer JL, Muller P. Bayesian optimal design in population models for haematologic data. Statistics in Medicine
1998; 17(14):1613–1622.

395. Slate EH, Turnbull BW. Statistical models for longitudinal biomarkers of disease onset. Statistics in Medicine
2000; 19(4):617–637.

396. Gelfand AE, Wang F. Modelling the cumulative risk for a false-positive under repeated screening events.
Statistics in Medicine 2000; 19(14):1865–1879.

397. van der Linde A, Osius G. Estimation of non-parametric multivariate risk functions in matched case–control
studies with application to the assessment of interactions of risk factors in the study of cancer. Statistics in
Medicine 2001; 20(11):1639–1662.

398. Lee JC, Chen DT, Hung HN, Chen JJ. Analysis of drug dissolution data. Statistics in Medicine 1999; 18(7):
799–814.

399. Nobre FF, Monteiro AB, Telles PR, Williamson GD. Dynamic linear model and SARIMA: a comparison of
their forecasting performance in epidemiology. Statistics in Medicine 2001; 20(20):3051–3069.

400. Graham P. Bayesian inference for a generalized population attributable fraction: the impact of early vitamin A
levels on chronic lung disease in very low birthweight infants. Statistics in Medicine 2000; 19(7):937–956.

401. Tierney L, Mira A. Some adaptive Monte Carlo methods for Bayesian inference. Statistics in Medicine 1999;
18(17–18):2507–2515.

402. Albert I, Jais JP. Gibbs sampler for the logistic model in the analysis of longitudinal binary data. Statistics in
Medicine 1998; 17(24):2905–2921.

403. Erkanli A, Soyer R, Angold A. Bayesian analyses of longitudinal binary data using Markov regression models
of unknown order. Statistics in Medicine 2001; 20(5):755–770.

404. Mander AP, Hughes MD, Sharp SJ, Lamm CJ. Autoregressive models for describing non-linear changes in
biological parameters fitted using BUGS. Statistics in Medicine 1999; 18(20):2709–2722.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3623

405. Lambert PC, Abrams KR, Jones DR, Halligan AW, Shennan A. Analysis of ambulatory blood pressure monitor
data using a hierarchical model incorporating restricted cubic splines and heterogeneous within-subject variances.
Statistics in Medicine 2001; 20(24):3789–3805.

406. Mezzetti M, Robertson C. A hierarchical Bayesian approach to age-specific back-calculation of cancer incidence
rates. Statistics in Medicine 1999; 18(8):919–933.

407. Hundborg HH, Hojbjerre M, Bjarne CO, Lauritzen SL. Familial tendency to foetal loss analysed with Bayesian
graphical models by Gibbs sampling. Statistics in Medicine 2000; 19(16):2147–2168.

408. Zou KH, Normand SL. On determination of sample size in hierarchical binomial models. Statistics in Medicine
2001; 20(14):2163–2182.

409. Lesaffre E, Asefa M, Verbeke G. Assessing the goodness-of-fit of the Laird and Ware model—an example: the
Jimma infant survival differential longitudinal study. Statistics in Medicine 1999; 18(7):835–854.

410. Albert JH. Criticism of a hierarchical model using Bayes factors. Statistics in Medicine 1999; 18(3):287–305.
411. Weiss RE, Cho M, Yanuzzi M. On Bayesian calculations for mixture likelihoods and priors. Statistics in

Medicine 1999; 18(12):1555–1570.
412. Bedrick EJ, Christensen R, Johnson WO. Bayesian accelerated failure time analysis with application to veterinary

epidemiology. Statistics in Medicine 2000; 19(2):221–237.
413. Seltman H, Greenhouse J, Wasserman L. Bayesian model selection: analysis of a survival model with a surviving

fraction. Statistics in Medicine 2001; 20(11):1681–1691.
414. Spiegelhalter DJ, Best NG, Carlin BP, Van der Linde A. Bayesian measures of model complexity and fit.

Journal of the Royal Statistical Society of London, Series B 2002; 64(4):583–639.
415. Viallefont V, Raftery AE, Richardson S. Variable selection and Bayesian model averaging in case–control

studies. Statistics in Medicine 2001; 20(21):3215–3230.
416. Troxel AB, Fairclough DL, Curran D, Hahn EA. Statistical analysis of quality of life with missing data in

cancer clinical trials. Statistics in Medicine 1998; 17(5–7):653–666.
417. Foulkes MA. Advances in HIV/AIDS statistical methodology over the past decade. Statistics in Medicine 1998;

17(1):1–25.
418. Ashby D, Smith AFM. Evidence-based medicine as Bayesian decision-making. Statistics in Medicine 2000;

19:3291–3305.
419. Altman DG. Statistics in medical journals: some recent trends. Statistics in Medicine 2000; 19(23):3275–3289.
420. Rossi C. Bruno de Finetti: the mathematician, the statistician, the economist, the forerunner. Statistics in

Medicine 2001; 20(24):3651–3666.
421. Leung DH, Wang YG. An extension of the continual reassessment method using decision theory. Statistics in

Medicine 2002; 21(1):51–63.
422. Natarajan L, O’Quigley J. Interval estimates of the probability of toxicity at the maximum tolerated dose for

small samples. Statistics in Medicine 2003; 22(11):1829–1836.
423. Potter DM. Adaptive dose finding for phase I clinical trials of drugs used for chemotherapy of cancer. Statistics

in Medicine 2002; 21(13):1805–1823.
424. Bortot P, Thomaseth K, Salvan A. Population toxicokinetic analysis of 2,3,7,8-tetrachlorodibenzo-p-dioxin using

Bayesian techniques. Statistics in Medicine 2002; 21(4):533–547.
425. Abraham C, Daures JP. Robust Bayesian decision theory applied to optimal dosage. Statistics in Medicine 2004;

23(7):1055–1073.
426. Tighiouart M, Rogatko A, Babb JS. Flexible Bayesian methods for cancer phase I clinical trials. Dose escalation

with overdose control. Statistics in Medicine 2005; 24(14):2183–2196.
427. Kim PT, Lee CH. Concomitant information in bioassay and semi-parametric estimation. Statistics in Medicine

2005; 24(9):1421–1433.
428. Loke YC, Tan SB, Cai Y, Machin D. A Bayesian dose finding design for dual endpoint phase I trials. Statistics

in Medicine 2006; 25(1):3–22.
429. Whitehead J, Zhou Y, Stevens J, Blakey G, Price J, Leadbetter J. Bayesian decision procedures for dose-escalation

based on evidence of undesirable events and therapeutic benefit. Statistics in Medicine 2006; 25(1):37–53.
430. Whitehead J, Zhou Y, Mander A, Ritchie S, Sabin A, Wright A. An evaluation of Bayesian designs for

dose-escalation studies in healthy volunteers. Statistics in Medicine 2006; 25(3):433–445.
431. Tan SB, Machin D. Bayesian two-stage designs for phase II clinical trials. Statistics in Medicine 2002;

21(14):1991–2012.
432. Thall PF, Wathen JK, Bekele BN, Champlin RE, Baker LH, Benjamin RS. Hierarchical Bayesian approaches

to phase II trials in diseases with multiple subtypes. Statistics in Medicine 2003; 22(5):763–780.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



3624 D. ASHBY

433. Cheung YK, Inoue LY, Wathen JK, Thall PF. Continuous Bayesian adaptive randomization based on event times
with covariates. Statistics in Medicine 2006; 25(1):55–70.

434. Cowles MK. Bayesian estimation of the proportion of treatment effect captured by a surrogate marker. Statistics
in Medicine 2002; 21(6):811–834.

435. Lecoutre B, Mabika B, Derzko G. Assessment and monitoring in clinical trials when survival curves have
distinct shapes: a Bayesian approach with Weibull modelling. Statistics in Medicine 2002; 21(5):663–674.

436. Wang C, Douglas J, Anderson S. Item response models for joint analysis of quality of life and survival. Statistics
in Medicine 2002; 21(1):129–142.

437. Pauler DK, Laird NM. Non-linear hierarchical models for monitoring compliance. Statistics in Medicine 2002;
21(2):219–229.

438. Wu H, Wu L. Identification of significant host factors for HIV dynamics modelled by non-linear mixed-effects
models. Statistics in Medicine 2002; 21(5):753–771.

439. Carpenter J, Pocock S, Lamm CJ. Coping with missing data in clinical trials: a model-based approach applied
to asthma trials. Statistics in Medicine 2002; 21(8):1043–1066.

440. Shaffer ML, Chinchilli VM. Bayesian inference for randomized clinical trials with treatment failures. Statistics
in Medicine 2004; 23(8):1215–1228.

441. Shao J, Chow SC. Reproducibility probability in clinical trials. Statistics in Medicine 2002; 21(12):1727–1742.
442. Durrleman S, Chaikin P. The use of putative placebo in active control trials: two applications in a regulatory

setting. Statistics in Medicine 2003; 22(6):941–952.
443. Simon R. Bayesian subset analysis: application to studying treatment-by-gender interactions. Statistics in

Medicine 2002; 21(19):2909–2916.
444. White IR, Pocock SJ, Wang D. Eliciting and using expert opinions about influence of patient characteristics on

treatment effects: a Bayesian analysis of the CHARM trials. Statistics in Medicine 2005; 24(24):3805–3821.
445. Manda SO. A Bayesian ordinal model for heterogeneity in a multi-centre myocardial infarction clinical trial.

Statistics in Medicine 2002; 21(20):3011–3022.
446. Legrand C, Ducrocq V, Janssen P, Sylvester R, Duchateau L. A Bayesian approach to jointly estimate centre and

treatment by centre heterogeneity in a proportional hazards model. Statistics in Medicine 2005; 24(24):3789–3804.
447. O’Malley AJ, Normand SL, Kuntz RE. Application of models for multivariate mixed outcomes to medical

device trials: coronary artery stenting. Statistics in Medicine 2003; 22(2):313–336.
448. Lawrence GA. Timing of futility analyses for ‘proof of concept’ trials. Statistics in Medicine 2005; 24(12):

1815–1835.
449. Hahn S, Whitehead A. An illustration of the modelling of cost and efficacy data from a clinical trial. Statistics

in Medicine 2003; 22(6):1009–1024.
450. Petit C, Maccario J. A Bayesian analysis of pharmacoeconomic data from a clinical trial on schizophrenia.

Statistics in Medicine 2003; 22(6):1025–1039.
451. Nixon RM, Thompson SG. Parametric modelling of cost data in medical studies. Statistics in Medicine 2004;

23(8):1311–1331.
452. Thompson SG, Warn DE, Turner RM. Bayesian methods for analysis of binary outcome data in cluster

randomized trials on the absolute risk scale. Statistics in Medicine 2004; 23(3):389–410.
453. Nixon RM, Thompson SG. Baseline adjustments for binary data in repeated cross-sectional cluster randomized

trials. Statistics in Medicine 2003; 22(17):2673–2692.
454. Turner RM, Prevost AT, Thompson SG. Allowing for imprecision of the intracluster correlation coefficient in

the design of cluster randomized trials. Statistics in Medicine 2004; 23(8):1195–1214.
455. Turner RM, Omar RZ, Thompson SG. Constructing intervals for the intracluster correlation coefficient using

Bayesian modelling, and application in cluster randomized trials. Statistics in Medicine 2006; 25(9):1443–1456.
456. Alexander N, Emerson P. Analysis of incidence rates in cluster-randomized trials of interventions against

recurrent infections, with an application to trachoma. Statistics in Medicine 2005; 24(17):2637–2647.
457. Willan AR, Pinto EM. The value of information and optimal clinical trial design. Statistics in Medicine 2005;

24(12):1791–1806.
458. Yan EC, Chen L. A cost-related approach for evaluating drug development programs. Statistics in Medicine

2004; 23(18):2863–2873.
459. Conigliani C, Tancredi A. Semi-parametric modelling for costs of health care technologies. Statistics in Medicine

2005; 24(20):3171–3184.
460. Thall PF, Wathen JK. Covariate-adjusted adaptive randomization in a sarcoma trial with multi-stage treatments.

Statistics in Medicine 2005; 24(13):1947–1964.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3625

461. Demirtas H. Multiple imputation under Bayesianly smoothed pattern-mixture models for non-ignorable drop-out.
Statistics in Medicine 2005; 24(15):2345–2363.

462. Choi L, Dominici F, Zeger SL, Ouyang P. Estimating treatment efficacy over time: a logistic regression model
for binary longitudinal outcomes. Statistics in Medicine 2005; 24(18):2789–2805.

463. Pezeshk H. Bayesian techniques for sample size determination in clinical trials: a short review. Statistical
Methods in Medical Research 2003; 12(6):489–504.

464. Wang YG, Leung DH, Li M, Tan SB. Bayesian designs with frequentist and Bayesian error rate considerations.
Statistical Methods in Medical Research 2005; 14(5):445–456.

465. Gould AL. Bayesian analysis of multicentre trial outcomes. Statistical Methods in Medical Research 2005;
14(3):249–280.

466. Rolka H, Bracy D, Russell C, Fram D, Ball R. Using simulation to assess the sensitivity and specificity
of a signal detection tool for multidimensional public health surveillance data. Statistics in Medicine 2005;
24(4):551–562.

467. Leonard T, Duffy JC. A Bayesian fixed effects analysis of the Mantel–Haenszel model applied to meta-analysis.
Statistics in Medicine 2002; 21(16):2295–2312.

468. Sweeting MJ, Sutton AJ, Lambert PC. What to add to nothing? Use and avoidance of continuity corrections in
meta-analysis of sparse data. Statistics in Medicine 2004; 23(9):1351–1375.

469. Casella G, Moreno E. Intrinsic meta-analysis of contingency tables. Statistics in Medicine 2005; 24(4):583–604.
470. Warn DE, Thompson SG, Spiegelhalter DJ. Bayesian random effects meta-analysis of trials with binary outcomes:

methods for the absolute risk difference and relative risk scales. Statistics in Medicine 2002; 21(11):1601–1623.
471. Lu G, Ades AE. Combination of direct and indirect evidence in mixed treatment comparisons. Statistics in

Medicine 2004; 23(20):3105–3124.
472. Lambert PC, Sutton AJ, Burton PR, Abrams KR, Jones DR. How vague is vague? A simulation study of

the impact of the use of vague prior distributions in MCMC using WinBUGS. Statistics in Medicine 2005;
24(15):2401–2428.

473. Schluter PJ, Ware RS. Single patient (n-of-1) trials with binary treatment preference. Statistics in Medicine
2005; 24(17):2625–2636.

474. Higgins JP, Thompson SG. Quantifying heterogeneity in a meta-analysis. Statistics in Medicine 2002;
21(11):1539–1558.

475. Abrams KR, Gillies CL, Lambert PC. Meta-analysis of heterogeneously reported trials assessing change from
baseline. Statistics in Medicine 2005; 24(24):3823–3844.

476. Burr D, Doss H, Cooke GE, Goldschmidt-Clermont PJ. A meta-analysis of studies on the association of the
platelet PlA polymorphism of glycoprotein IIIa and risk of coronary heart disease. Statistics in Medicine 2003;
22(10):1741–1760.

477. Nam IS, Mengersen K, Garthwaite P. Multivariate meta-analysis. Statistics in Medicine 2003; 22(14):2309–2333.
478. Thompson JR, Minelli C, Abrams KR, Tobin MD, Riley RD. Meta-analysis of genetic studies using Mendelian

randomization—a multivariate approach. Statistics in Medicine 2005; 24(14):2241–2254.
479. Van Houwelingen HC, Arends LR, Stijnen T. Advanced methods in meta-analysis: multivariate approach and

meta-regression. Statistics in Medicine 2002; 21(4):589–624.
480. Thompson SG, Higgins JP. How should meta-regression analyses be undertaken and interpreted? Statistics in

Medicine 2002; 21(11):1559–1573.
481. Ades AE. A chain of evidence with mixed comparisons: models for multi-parameter synthesis and consistency

of evidence. Statistics in Medicine 2003; 22(19):2995–3016.
482. Spiegelhalter DJ, Best NG. Bayesian approaches to multiple sources of evidence and uncertainty in complex

cost-effectiveness modelling. Statistics in Medicine 2003; 22(23):3687–3709.
483. Gajewski BJ, Sedwick JD, Antonelli PJ. A log-normal distribution model of the effect of bacteria and ear

fenestration on hearing loss: a Bayesian approach. Statistics in Medicine 2004; 23(3):493–508.
484. Das K, Chattopadhyay AK. An analysis of clustered categorical data—application in dental health. Statistics in

Medicine 2004; 23(18):2895–2910.
485. King G, Zeng L. Estimating risk and rate levels, ratios and differences in case–control studies. Statistics in

Medicine 2002; 21(10):1409–1427.
486. Wang D, Zhang W, Bakhai A. Comparison of Bayesian model averaging and stepwise methods for model

selection in logistic regression. Statistics in Medicine 2004; 23(22):3451–3467.
487. Gustafson P, Kazi AM, Levy AR. Extending logistic regression to model diffuse interactions. Statistics in

Medicine 2005; 24(13):2089–2104.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



3626 D. ASHBY

488. Huang B, Sivaganesan S, Succop P, Goodman E. Statistical assessment of mediational effects for logistic
mediational models. Statistics in Medicine 2004; 23(17):2713–2728.

489. Li K, Poirier DJ. The roles of birth inputs and outputs in predicting health, behaviour and test scores in early
childhood. Statistics in Medicine 2003; 22(22):3489–3514.

490. Lambert PC, Burton PR, Abrams KR, Brooke AM. The analysis of peak expiratory flow data using a three-level
hierarchical model. Statistics in Medicine 2004; 23(24):3821–3839.

491. Biswas A, Das K. A Bayesian analysis of bivariate ordinal data: Wisconsin epidemiologic study of diabetic
retinopathy revisited. Statistics in Medicine 2002; 21(4):549–559.

492. Angers JF, Biswas A. A Bayesian analysis of the 4-year follow-up data of the Wisconsin epidemiologic study
of diabetic retinopathy. Statistics in Medicine 2004; 23(4):601–615.

493. Chu H, Halloran ME. Estimating vaccine efficacy using auxiliary outcome data and a small validation sample.
Statistics in Medicine 2004; 23(17):2697–2711.

494. Normand SL, Zou KH. Sample size considerations in observational health care quality studies. Statistics in
Medicine 2002; 21(3):331–345.

495. Hollenbeak CS. Functional form and risk adjustment of hospital costs: Bayesian analysis of a Box–Cox random
coefficients model. Statistics in Medicine 2005; 24(19):3005–3018.

496. Roy J, Mor V. The effect of provider-level ascertainment bias on profiling nursing homes. Statistics in Medicine
2005; 24(23):3609–3629.

497. Bernardo JM, Bayarri MJ, Berger JO, Dawid AP, Heckerman D, Smith AFM, West M. Bayesian Statistics,
vol. 7. Clarenden Press: Oxford, New York, 2003.

498. Chib S. On inferring effects of binary treatments with unobserved confounders. In Bayesian Statistics, vol. 7,
Bernardo JM, Bayarri MJ, Berger JO, Dawid AP, Heckerman D, Smith AFM, West M (eds). Clarenden Press:
Oxford, New York, 2003; 65–84.

499. Pekoz EA, Shwartz M, Iezzoni LI, Ash AS, Posner MA, Restuccia JD. Comparing the importance of disease rate
versus practice style variations in explaining differences in small area hospitalization rates for two respiratory
conditions. Statistics in Medicine 2003; 22(10):1775–1786.

500. Magni P, Bellazzi R. Analysing Italian voluntary abortion data using a Bayesian approach to the time series
decomposition. Statistics in Medicine 2004; 23(1):105–123.

501. Bronskill SE, Normand SL, Landrum MB, Rosenheck RA. Longitudinal profiles of health care providers.
Statistics in Medicine 2002; 21(8):1067–1088.

502. Hu ZG, Wong CM, Thach TQ, Lam TH, Hedley AJ. Binary latent variable modelling and its applicationin the
study of air pollution in Hong Kong. Statistics in Medicine 2004; 23(4):667–684.

503. Song XY, Lee SY. Model comparison of generalized linear mixed models. Statistics in Medicine 2006;
25(10):1685–1698.

504. Holmes CC, Heard NA. Generalized monotonic regression using random change points. Statistics in Medicine
2003; 22(4):623–638.

505. Daniels MJ, Zhao YD. Modelling the random effects covariance matrix in longitudinal data. Statistics in
Medicine 2003; 22(10):1631–1647.

506. Moltchanova E, Penttinen A, Karvonen M. A hierarchical Bayesian birth cohort analysis from incomplete
registry data: evaluating the trends in the age of onset of insulin-dependent diabetes mellitus (T1DM). Statistics
in Medicine 2005; 24(19):2989–3004.

507. Katki HA, Engels EA, Rosenberg PS. Assessing uncertainty in reference intervals via tolerance intervals:
application to a mixed model describing HIV infection. Statistics in Medicine 2005; 24(20):3185–3198.

508. Cruz-Mesia R, Marshall G. Non-linear random effects models with continuous time autoregressive errors:
a Bayesian approach. Statistics in Medicine 2006; 25(9):1471–1484.

509. Lee SY, Song XY. Bayesian analysis of structural equation models with dichotomous variables. Statistics in
Medicine 2003; 22(19):3073–3088.

510. Hsiu-Hsi CT, Yen MF, Shiu MN, Tung TH, Wu HM. Stochastic model for non-standard case–cohort design.
Statistics in Medicine 2004; 23(4):633–647.

511. Ambrosius WT, Hui SL. Cross calibration in longitudinal studies. Statistics in Medicine 2004; 23(18):2845–2861.
512. Gather U, Imhoff M, Fried R. Graphical models for multivariate time series from intensive care monitoring.

Statistics in Medicine 2002; 21(18):2685–2701.
513. Schluchter MD, Konstan MW, Davis PB. Jointly modelling the relationship between survival and pulmonary

function in cystic fibrosis patients. Statistics in Medicine 2002; 21(9):1271–1287.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3627

514. Pauler DK, Finkelstein DM. Predicting time to prostate cancer recurrence based on joint models for non-linear
longitudinal biomarkers and event time outcomes. Statistics in Medicine 2002; 21(24):3897–3911.

515. Hanson T, Bedrick EJ, Johnson WO, Thurmond MC. A mixture model for bovine abortion and foetal survival.
Statistics in Medicine 2003; 22(10):1725–1739.

516. Gagnon DR, Glickman ME, Myers RH, Cupples LA. The analysis of survival data with a non-susceptible
fraction and dual censoring mechanisms. Statistics in Medicine 2003; 22(20):3249–3262.

517. Carvalho MS, Knorr-Held L. Modelling discrete time survival data with random slopes: evaluating haemodialysis
centres. Statistics in Medicine 2003; 22(22):3543–3555.

518. Heitjan DF, Kim CY, Li H. Bayesian estimation of cost-effectiveness from censored data. Statistics in Medicine
2004; 23(8):1297–1309.

519. Bakker B, Heskes T, Neijt J, Kappen B. Improving Cox survival analysis with a neural-Bayesian approach.
Statistics in Medicine 2004; 23(19):2989–3012.

520. Chen BE, Cook RJ, Lawless JF, Zhan M. Statistical methods for multivariate interval-censored recurrent events.
Statistics in Medicine 2005; 24(5):671–691.

521. Ballone E, Colagrande V, Di Nicola M, Di Mascio R, Di Mascio C, Capani F. Probabilistic approach to
developing nephropathy in diabetic patients with retinopathy. Statistics in Medicine 2003; 22(24):3889–3897.

522. Manda SO, Meyer R. Bayesian inference for recurrent events data using time-dependent frailty. Statistics in
Medicine 2005; 24(8):1263–1274.

523. Kheiri S, Meshkani MR, Faghihzadeh S. A correlated frailty model for analysing risk factors in bilateral corneal
graft rejection for Keratoconus: a Bayesian approach. Statistics in Medicine 2005; 24(17):2681–2693.

524. Lambert P, Eilers PH. Bayesian proportional hazards model with time-varying regression coefficients: a penalized
Poisson regression approach. Statistics in Medicine 2005; 24(24):3977–3989.

525. Wong MC, Lam KF, Lo EC. Multilevel modelling of clustered grouped survival data using Cox regression
model: an application to ART dental restorations. Statistics in Medicine 2006; 25(3):447–457.

526. Li H, Heitjan DF. A pattern-mixture model for the analysis of censored quality-of-life data. Statistics in Medicine
2006; 25(9):1533–1546.

527. Rice K. Full-likelihood approaches to misclassification of a binary exposure in matched case–control studies.
Statistics in Medicine 2003; 22(20):3177–3194.

528. McInturff P, Johnson WO, Cowling D, Gardner IA. Modelling risk when binary outcomes are subject to error.
Statistics in Medicine 2004; 23(7):1095–1109.

529. Prescott GJ, Garthwaite PH. Bayesian analysis of misclassified binary data from a matched case–control study
with a validation sub-study. Statistics in Medicine 2005; 24(3):379–401.

530. Toti S, Biggeri A, Forastiere F. Adult myeloid leukaemia and radon exposure: a Bayesian model for a case–control
study with error in covariates. Statistics in Medicine 2005; 24(12):1849–1864.

531. West CP, Dawson JD. Complete imputation of missing repeated categorical data: one-sample applications.
Statistics in Medicine 2002; 21(2):203–217.

532. Barnes SA, Lindborg SR, Seaman Jr JW. Multiple imputation techniques in small sample clinical trials. Statistics
in Medicine 2006; 25(2):233–245.

533. Wolfe R, Carlin JB, Patton GC. Transitions in an imperfectly observed binary variable: depressive symptomatology
in adolescents. Statistics in Medicine 2003; 22(3):427–440.

534. Nandram B, Choi JW. A Bayesian analysis of a proportion under non-ignorable non-response. Statistics in
Medicine 2002; 21(9):1189–1212.

535. Nandram B, Liu N, Choi JW, Cox L. Bayesian non-response models for categorical data from small areas: an
application to BMD and age. Statistics in Medicine 2005; 24(7):1047–1074.

536. Harkanen T, Knekt P, Virtala E, Lindfors O. A case study in comparing therapies involving informative drop-out,
non-ignorable non-compliance and repeated measurements. Statistics in Medicine 2005; 24(24):3773–3787.

537. Bernatsky S, Joseph L, Belisle P, Boivin JF, Rajan R, Moore A, Clarke A. Bayesian modelling of imperfect
ascertainment methods in cancer studies. Statistics in Medicine 2005; 24(15):2365–2379.

538. Prescott GJ, Garthwaite PH. A Bayesian approach to prospective binary outcome studies with misclassification
in a binary risk factor. Statistics in Medicine 2005; 24(22):3463–3477.

539. Liu Y, Johnson WO, Gold EB, Lasley BL. Bayesian analysis of risk factors for anovulation. Statistics in
Medicine 2004; 23(12):1901–1919.

540. Gustafson P, Greenland S. Curious phenomena in Bayesian adjustment for exposure misclassification. Statistics
in Medicine 2006; 25(1):87–103.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



3628 D. ASHBY

541. Huang Y, Lisboa PJ, El Deredy W. Tumour grading from magnetic resonance spectroscopy: a comparison of
feature extraction with variable selection. Statistics in Medicine 2003; 22(1):147–164.

542. Evans RB, Erlandson K. Robust Bayesian prediction of subject disease status and population prevalence using
several similar diagnostic tests. Statistics in Medicine 2004; 23(14):2227–2236.

543. Su CL, Gardner IA, Johnson WO. Diagnostic test accuracy and prevalence inferences based on joint and
sequential testing with finite population sampling. Statistics in Medicine 2004; 23(14):2237–2255.

544. O’Malley AJ, Zou KH. Bayesian multivariate hierarchical transformation models for ROC analysis. Statistics
in Medicine 2006; 25(3):459–479.

545. Choi YK, Johnson WO, Thurmond MC. Diagnosis using predictive probabilities without cut-offs. Statistics in
Medicine 2006; 25(4):699–717.

546. Black MA, Craig BA. Estimating disease prevalence in the absence of a gold standard. Statistics in Medicine
2002; 21(18):2653–2669.

547. Gustafson P. The utility of prior information and stratification for parameter estimation with two screening tests
but no gold standard. Statistics in Medicine 2005; 24(8):1203–1217.

548. Stamey JD, Seaman JW, Young DM. Bayesian sample-size determination for inference on two binomial
populations with no gold standard classifier. Statistics in Medicine 2005; 24(19):2963–2976.

549. Wang X, He CZ, Sun D. Bayesian inference on the patient population size given list mismatches. Statistics in
Medicine 2005; 24(2):249–267.

550. Myles JP, Nixon RM, Duffy SW, Tabar L, Boggis C, Evans G, Shenton A, Howell A. Bayesian evaluation of
breast cancer screening using data from two studies. Statistics in Medicine 2003; 22(10):1661–1674.

551. Paliwal P, Gelfand AE, Abraham L, Barlow W, Elmore JG. Examining accuracy of screening mammography
using an event order model. Statistics in Medicine 2006; 25(2):267–283.

552. Ranyimbo AO, Held L. Estimation of the false negative fraction of a diagnostic kit through Bayesian regression
model averaging. Statistics in Medicine 2006; 25(4):653–667.

553. Lawson AB, Clark A. Spatial mixture relative risk models applied to disease mapping. Statistics in Medicine
2002; 21(3):359–370.

554. MacNab YC, Dean CB. Spatio-temporal modelling of rates for the construction of disease maps. Statistics in
Medicine 2002; 21(3):347–358.

555. Assuncao RM, Potter JE, Cavenaghi SM. A Bayesian space varying parameter model applied to estimating
fertility schedules. Statistics in Medicine 2002; 21(14):2057–2075.

556. Thomas A, Carlin BP. Late detection of breast and colorectal cancer in Minnesota counties: an application of
spatial smoothing and clustering. Statistics in Medicine 2003; 22(1):113–127.

557. MacNab YC. Hierarchical Bayesian spatial modelling of small-area rates of non-rare disease. Statistics in
Medicine 2003; 22(10):1761–1773.

558. Rasmussen S. Hierarchical modelling of small area and hospital variation in short-term prognosis after acute
myocardial infarction. A longitudinal study of 35- to 74-year-old men in Denmark between 1978 and 1997.
Statistics in Medicine 2004; 23(16):2599–2621.

559. Crook AM, Knorr-Held L, Hemingway H. Measuring spatial effects in time to event data: a case study
using months from angiography to coronary artery bypass graft (CABG). Statistics in Medicine 2003; 22(18):
2943–2961.

560. Marshall EC, Spiegelhalter DJ. Approximate cross-validatory predictive checks in disease mapping models.
Statistics in Medicine 2003; 22(10):1649–1660.

561. Gangnon RE, Clayton MK. A hierarchical model for spatially clustered disease rates. Statistics in Medicine
2003; 22(20):3213–3228.

562. Bottle A, Wakefield J. Controlling for provider of treatment in the modelling of respiratory disease risk near
cokeworks. Statistics in Medicine 2004; 23(20):3139–3158.

563. Adebayo SB, Fahrmeir L. Analysing child mortality in Nigeria with geoadditive discrete-time survival models.
Statistics in Medicine 2005; 24(5):709–728.

564. Dreassi E, Biggeri A, Catelan D. Space-time models with time-dependent covariates for the analysis of the
temporal lag between socioeconomic factors and lung cancer mortality. Statistics in Medicine 2005; 24(12):
1919–1932.

565. Zhang S, Sun D, He CZ, Schootman M. A Bayesian semi-parametric model for colorectal cancer incidences.
Statistics in Medicine 2006; 25(2):285–309.

566. Hossain MM, Lawson AB. Cluster detection diagnostics for small area health data: with reference to evaluation
of local likelihood models. Statistics in Medicine 2006; 25(5):771–786.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3629

567. Louie MM, Kolaczyk ED. Multiscale detection of localized anomalous structure in aggregate disease incidence
data. Statistics in Medicine 2006; 25(5):787–810.

568. Louie MM, Kolaczyk ED. A multiscale method for disease mapping in spatial epidemiology. Statistics in
Medicine 2006; 25(8):1287–1306.

569. Yan P, Clayton MK. A cluster model for space–time disease counts. Statistics in Medicine 2006; 25(5):867–881.
570. Gangnon RE. Impact of prior choice on local Bayes factors for cluster detection. Statistics in Medicine 2006;

25(5):883–895.
571. Lawson AB. Disease cluster detection: a critique and a Bayesian proposal. Statistics in Medicine 2006;

25(5):897–916.
572. Leyland AH, Davies CA. Empirical Bayes methods for disease mapping. Statistical Methods in Medical Research

2005; 14(1):17–34.
573. Best N, Richardson S, Thomson A. A comparison of Bayesian spatial models for disease mapping. Statistical

Methods in Medical Research 2005; 14(1):35–59.
574. Held L, Natario I, Fenton SE, Rue H, Becker N. Towards joint disease mapping. Statistical Methods in Medical

Research 2005; 14(1):61–82.
575. Dabney AR, Wakefield JC. Issues in the mapping of two diseases. Statistical Methods in Medical Research

2005; 14(1):83–112.
576. Carlin BP, Banerjee S. Hierarchical multivariate CAR models for spatio-temporally correlated survival data.

In Bayesian Statistics, vol. 7, Bernardo JM, Bayarri MJ, Berger JO, Dawid AP, Heckerman D, Smith AFM,
West M (eds). Clarenden Press: Oxford, New York, 2003; 45–63.

577. Putter H, Heisterkamp SH, Lange JM, de Wolf F. A Bayesian approach to parameter estimation in HIV
dynamical models. Statistics in Medicine 2002; 21(15):2199–2214.

578. Kousignian I, Autran B, Chouquet C, Calvez V, Gomard E, Katlama C, Riviere Y, Costagliola D. Markov
modelling of changes in HIV-specific cytotoxic T-lymphocyte responses with time in untreated HIV-1 infected
patients. Statistics in Medicine 2003; 22(10):1675–1690.

579. Sweeting MJ, De Angelis D, Aalen OO. Bayesian back-calculation using a multi-state model with application
to HIV. Statistics in Medicine 2005; 24(24):3991–4007.

580. Mugglin AS, Cressie N, Gemmell I. Hierarchical statistical modelling of influenza epidemic dynamics in space
and time. Statistics in Medicine 2002; 21(18):2703–2721.

581. Chu H, Preziosi MP, Halloran ME. Estimating heterogeneous transmission with multiple infectives using MCMC
methods. Statistics in Medicine 2004; 23(1):35–49.

582. Nagelkerke NJ, Boshuizen HC, de Melker HE, Schellekens JF, Peeters MF, Conyn-van Spaendonck M.
Estimating the incidence of subclinical infections with Legionella Pneumonia using data augmentation: analysis
of an outbreak in The Netherlands. Statistics in Medicine 2003; 22(24):3713–3724.

583. Ranta J, Makela PH, Arjas E. Predicting meningococcal disease outbreaks in structured populations. Statistics
in Medicine 2004; 23(6):927–945.

584. Ismail NA, Pettitt AN. Smoothing a discrete hazard function for the number of patients colonized with
Methicillin-resistant Staphylococcus Aureus in an intensive care unit. Statistics in Medicine 2004; 23(8):
1247–1258.

585. Cauchemez S, Carrat F, Viboud C, Valleron AJ, Boelle PY. A Bayesian MCMC approach to study transmission
of influenza: application to household longitudinal data. Statistics in Medicine 2004; 23(22):3469–3487.

586. O’Neill PD, Marks PJ. Bayesian model choice and infection route modelling in an outbreak of Norovirus.
Statistics in Medicine 2005; 24(13):2011–2024.

587. Sama W, Owusu-Agyei S, Felger I, Vounatsou P, Smith T. An immigration-death model to estimate the duration of
malaria infection when detectability of the parasite is imperfect. Statistics in Medicine 2005; 24(21):3269–3288.

588. Dell’Omodarme M, Prati MC. The probability of failing in detecting an infectious disease at entry points into
a country. Statistics in Medicine 2005; 24(17):2669–2679.

589. Liu JS, Zhang JL, Palumbo MJ, Lawrence CE. Bayesian clustering with variable and transformation selections.
In Bayesian Statistics, vol. 7, Bernardo JM, Bayarri MJ, Berger JO, Dawid AP, Heckerman D, Smith AFM,
West M (eds). Clarenden Press: Oxford, New York, 2003; 249–275.

590. Genovese C, Wasserman L. Bayesian and frequentist multiple testing. In Bayesian Statistics, vol. 7, Bernardo
JM, Bayarri MJ, Berger JO, Dawid AP, Heckerman D, Smith AFM, West M (eds). Clarenden Press: Oxford,
New York, 2003; 145–161.

591. West M. Bayesian factor regression models in the ‘large p, small n’ paradigm. In Bayesian Statistics, vol. 7,
Bernardo JM, Bayarri MJ, Berger JO, Dawid AP, Heckerman D, Smith AFM, West M (eds). Clarenden Press:
Oxford, New York, 2003; 733–742.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



3630 D. ASHBY

592. Mertens BJA. On the application of logistics regression modelling in microarray studies. In Bayesian Statistics,
vol. 7, Bernardo JM, Bayarri MJ, Berger JO, Dawid AP, Heckerman D, Smith AFM, West M (eds). Clarenden
Press: Oxford, New York, 2003; 607–617.

593. Wakefield JC, Zhou C, Self SG. Modelling gene expression data over time: curve clustering with informative
prior distributions. In Bayesian Statistics, vol. 7, Bernardo JM, Bayarri MJ, Berger JO, Dawid AP, Heckerman
D, Smith AFM, West M (eds). Clarenden Press: Oxford, New York, 2003; 721–732.

594. Kim SY, Lee JW, Sohn IS. Comparison of various statistical methods for identifying differential gene expression
in replicated microarray data. Statistical Methods in Medical Research 2006; 15(1):3–20.

595. Boys RJ, Henderson DA. A Bayesian approach to DNA sequence segmentation. Biometrics 2004; 60(3):573–581.
596. Jenson ST, Liu SX, Zhou Q, Liu JS. Computational discovery of gene regulatory binidng motifs: a Bayesian

perspective. Statistical Science 2004; 19(1):188–204.
597. Kendziorski CM, Newton MA, Lan H, Gould MN. On parametric empirical Bayes methods for comparing

multiple groups using replicated gene expression profiles. Statistics in Medicine 2003; 22(24):3899–3914.
598. Kooperberg C, Aragaki A, Strand AD, Olson JM. Significance testing for small microarray experiments. Statistics

in Medicine 2005; 24(15):2281–2298.
599. Yang TY. A tree-based model for homogeneous groupings of multinomials. Statistics in Medicine 2005;

24(22):3513–3522.
600. Minelli C, Thompson JR, Abrams KR, Lambert PC. Bayesian implementation of a genetic model-free approach

to the meta-analysis of genetic association studies. Statistics in Medicine 2005; 24(24):3845–3861.
601. Troiani JS, Carlin BP. Comparison of Bayesian, classical, and heuristic approaches in identifying acute disease

events in lung transplant recipients. Statistics in Medicine 2004; 23(5):803–824.
602. Parmigiani G. Uncertainty and the value of diagnostic information, with application to axillary lymph node

dissection in breast cancer. Statistics in Medicine 2004; 23(5):843–855.
603. Kadane JB. Bayesian methods for health-related decision making. Statistics in Medicine 2005; 24(4):563–567.
604. Stangl DK. Bridging the gap between statistical analysis and decision making in public health research. Statistics

in Medicine 2005; 24(4):503–511.
605. Thompson S. Statistical issues in cost-effectiveness analyses. Statistical Methods in Medical Research 2002;

11(6):453–454.
606. O’Hagan A, Stevens JW. Bayesian methods for design and analysis of cost-effectiveness trials in the evaluation

of health care technologies. Statistical Methods in Medical Research 2002; 11(6):469–490.
607. Cooper NJ, Sutton AJ, Abrams KR. Decision analytical economic modelling within a Bayesian framework:

application to prophylactic antibiotics use for caesarean section. Statistical in Methods Medical Research 2002;
11(6):491–512.

608. Parmigiani G. Measuring uncertainty in complex decision analysis models. Statistical Methods in Medical
Research 2002; 11(6):513–537.

609. Varbanov AR, Taylor CH. Bayesian analysis of quantitative antimicrobial assays. Statistics in Medicine 2003;
22(9):1517–1526.

610. Matthews JN, Allcock GC. Optimal designs for Michaelis–Menten kinetic studies. Statistics in Medicine 2004;
23(3):477–491.

611. de Gunst MC, Dewanji A, Luebeck EG. Exploring heterogeneity in tumour data using Markov chain Monte
Carlo. Statistics in Medicine 2003; 22(10):1691–1707.

612. Smith T, Vounatsou P. Estimation of infection and recovery rates for highly polymorphic parasites when
detectability is imperfect, using hidden Markov models. Statistics in Medicine 2003; 22(10):1709–1724.

613. Kaufman CG, Ventura V, Kass RE. Spline-based non-parametric regression for periodic functions and its
application to directional tuning of neurons. Statistics in Medicine 2005; 24(14):2255–2265.

614. Gurrin LC, Scurrah KJ, Hazelton ML. Tutorial in biostatistics: spline smoothing with linear mixed models.
Statistics in Medicine 2005; 24(21):3361–3381.

615. Behseta S, Kass RE. Testing equality of two functions using BARS. Statistics in Medicine 2005; 24(22):
3523–3534.

616. Hsiao CK, Lee MH, Kass RE. Bayesian tests of extra-Binomial variability. Statistics in Medicine 2005;
24(1):49–64.

617. Chakraborty S, Ghosh M, Maiti T, Tewari A. Bayesian neural networks for bivariate binary data: an application
to prostate cancer study. Statistics in Medicine 2005; 24(23):3645–3662.

618. Abellan JJ, Armero C, Conesa D, Perez-Panades J, Martinez-Beneito MA, Zurriaga O, Garcia-Blasco MJ,
Vanaclocha H. Analysis of the renal transplant waiting list in the Pais Valencia (Spain). Statistics in Medicine
2006; 25(2):345–358.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim



BAYESIAN STATISTICS IN MEDICINE 3631

619. Andersen KE, Hojbjerre M. A population-based Bayesian approach to the minimal model of glucose and insulin
homeostasis. Statistics in Medicine 2005; 24(15):2381–2400.

620. Goldstein H, Browne W, Rasbash J. Multilevel modelling of medical data. Statistics in Medicine 2002;
21(21):3291–3315.

621. Bellhouse DR. The Reverend Thomas Bayes, FRS: a biography to celebrate the tercentenary of his birth.
Statistical Science 2004; 19(1):3–43.

622. Berry DA, Cronin KA, Plevritis SK, Fryback DG, Clarke L, Zelen M, Mandelblatt JS, Yakovlev AY, Habbema
JD, Feuer EJ, The Cancer Intervention and Surveillance Modeling Network (CISNET) Collaborators. Effect of
screening and adjuvant therapy on mortality from breast cancer. The New England Journal of Medicine 2005;
353(17):1784–1792.

623. Gunnell D, Ashby D. Antidepressants and suicide: what is the balance of benefit and harm? British Medical
Journal 2005; 329:34–38.

624. Gunnell D, Saperia J, Ashby D. Selective serotonin reuptake inhibitors (SSRIs) and suicide in adults: meta-
analysis of drug company data from placebo controlled, randomised controlled trials submitted to the MHRA’s
safety review. BMJ 2005; 330:385–388.

625. Babapulle MN, Joseph L, Belisle P, Brophy JM, Eisenberg MJ. A hierarchical Bayesian meta-analysis of
randomised clinical trials of drug-eluting stents. The Lancet 2004; 364(9434):583–591.

Copyright q 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:3589–3631
DOI: 10.1002/sim


